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FOREWORD

Dear Reader, Dear 5™ EACWE Attendee,

The International scientific community of Wind Engineers has found its way back to
the Renaissance roots of science and technology and very likely to the original cradle of
studies of Wind Engineering.

The 5™ European-African Conference of Wind Engineering is hosted in Florence,
Tuscany, the city and the region where, in the early 15th century, pioneers moved the first
steps, laying down the foundation stones of Mechanics and Applied Sciences (including
fluid mechanics). These origins are well reflected by the astonishing visionary and
revolutionary studies of Leonardo Da Vinci, whose kaleidoscopic genius intended the
human being to become able to fly even 500 years ago... This is why the Organising
Committee has decided to pay tribute to such a Genius by choosing Leonardo’s “flying
sphere” as the brand of 5" EACWE.

After the previous conferences in Guernsey, Genova, Eindhoven, and Prague, wind
engineers from Europe, Africa and overseas do not show to have become tired and less
passionate about this fascinating topic: more than 120 contributions from all over the world
(more than 30 countries) were accepted and accommodated within the 5 plenary and 4
parallel sessions in the 3 days of the technical programme of the conference. Recognising
the very hard times and economic restrictions in research funding, this appears a quite
lively and passionate response.

Participation from Africa has been given the highest priority, with the main goal of
bridging over the Mediterranean sea the European and African research and education
communities. Thanks to the help of IAWE, and with a specific action taken by the
Organising Committee, the African Association for Engineering Education has been
identified as partner in selecting some representatives of the disciplines related to Wind
Engineering in Africa. I would like to take this occasion to forward a special and warm
welcome to all African colleagues and friends, who might have been able to join us in
Florence.

In addition to all “classical” branches and topics of studies in Wind Engineering, an
ad hoc session on Wind Energy has been scheduled and successfully addressed by many
qualified contributions. This might confirm how the scientific community of Wind Engineers
considers the Wind Energy issue more and more relevant to its mission and social
commitment. Wind Engineers definitely commit themselves for a cleaner and more
environmental friendly technological development.

I wish a fruitful and interesting conference to all attendees and a very pleasant
reading of this book of proceedings, last but not least, I shall warmly acknowledge here the
work of all colleagues and friends involved in the Conference preparation.

Welcome to Florence!

Claudio Borri,
Chairman of 5" EACWE

Claudio Borri, Giuliano Augusti, Gianni Bartoli, Luca Facchini (edited by), 5 EACWE : 5 European & African
Conference on Wind Engineering — Conference Proceedings : Florence, July 19th-23rd 2009, ISBN 978-88-6453-038-
3 (print) ISBN 978-88-6453-041-3 (online), © 2009 Firenze, Firenze University Press
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ABSTRACT

This paper presents various topics related to “wind and tall buildings”. Starting from some
historical matters, it discusses wind related issues relevant to tall building constructions,
wind-induced vibration of tall buildings and its monitoring, equivalent static wind load for structural
design, design load problems for cladding design and frame design, habitability to building
vibrations, damping in tall buildings, vibration control, elasto-plastic behavior of tall buildings,
wind-induced vibrations of base-isolated tall buildings, and interference effects. Finally, it introduces
future trends.

1. INTRODUCTION

Figure 1(a) shows an article that appeared in an Italian newspaper. It says “The Mole Antonelliana
collapses. An extraordinary wind storm occurred in Turin on May 23, 1953, breaking off the spire of
the famous monument, and causing the collapse of a 45-meter length. The Mole Antonelliana was the
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tallest masonry building in Europe (167.5 meters)” (Freda, 2009). The first tall buildings to appear in
Japan might be the traditional wooden pagodas, first built more than 1,300 years ago, and which are
still seen in old temples in historic Japanese cities such as Nara and Kyoto. It is often said that there
are several reasons for the survival of these relatively tall slender wooden buildings, which have
experienced many extremely strong earthquakes and typhoons over a long period. One is that the
central pillar (so called “shinbashira™) acts as a damping column that absorbs vibration energy. The
central pillar contributes to the pagoda’s stabilization by repeated contact and separation from the
tower structure with increase in damping (Ishida, 1996). Shimada et al. (2003) conducted wind tunnel
tests to investigate the aerodynamic characteristics of a five-story pagoda model and pointed out that
the mean along-wind overturning moment coefficient is slightly less than that of a square prism with
the same height and the same projected area. Furthermore, the crosswind fluctuating force coefficient
is much smaller and its power spectrum does not have a clear Strouhal peak. The reason for the latter
might be the effect of the five layered roofs preventing generation of coherent Karman vortices with a
vertical axis. Even so, very strong typhoons could cause damage to pagodas. Figure 1(b) is a photo
showing the 47.8m-high 5-story Shiten’noji Pagoda, which collapsed due to Tyhpoon Muroto on
September 21, 1934. The maximum peak gust was estimated to be more than 60m/s. Thus, the history
of the development of design and construction methods for tall buildings was a record of fights with
strong winds. There are many wind-related problems in construction of tall buildings, but the main
problem for engineers is their capability of resistance to wind forces, because higher altitudes mean
higher wind speeds, and consequently higher wind forces. Gustave Alexandre Eiffel (1832-1923),
famous for the “Eiffel-type wind tunnel” was also very eager to know the actual wind-induced
behaviors of structures due to winds to validate his design assumptions concerning wind loads. He
tried to conduct full-scale measurements of the response of the tower and of meteorological data
including winds at the top of the completed 300m-high Eiffel Tower, then the world’s tallest
(Davenport, 1975).

 DOMENICA . OF0BER

(a) Mole Antonelliana (Turin, Italy, 1953) (b) Shiten’noji Pagoda (Osaka, Japan, 1934)
Figure 1: A newspaper article reporting wind-induced damage to the Mole
Antonelliana, which was the tallest masonry building in Europe (167.5m), on May
23, 1953, and collapse of the 5-story Shiten-noji Pagoda (47.8m), a wooden
structure, on September 21, 1937.

Buildings and structures including tall buildings naturally have to resist not only wind forces, but also
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different kinds of extreme design forces. Especially for tall buildings, the wind force and seismic force are
the dominant external design forces, except in some special cases.

The Peak horizontal ground acceleration for a strong earthquake can exceed the gravity acceleration of
9.8m/s”. For example, the Niigata Chuetsu Earthquake on October 23, 2004, in Japan recorded 13. 08m/s
for horizontal ground acceleration and the resultant acceleration of three components was 25. 15ms>.
With this 13.08m/s” horizontal acceleration, a standing person experienced a pushing force of more than
1.3 times his weight. For example, if his weight were 650N, he would be suddenly hit by a force of
850N force.

A strong typhoon, Maemi, struck Japan on September 11, 2003, and several anemometers at an
experimental site for power transmission cables on the Miyakojima Island recorded peak gusts higher
than 90m/s as the eye of the typhoon passed the island, as reported by Cao et al. (2009). Incidentally, the
official highest peak gust recorded in Japan during a typhoon was 85.3m/s, and this was also recorded on
the same Miyakojima Island, in 1966. Although it is obviously impossible, if a person were standing in
such an extremely high wind condition, he would be pushed by a tremendously large wind force of more
than 3,000N, which is 3 or 4 times the horizontal force caused by the largest level of earthquakes.

In some special regions such as eastern Asia, tall buildings need to resist extremely strong winds
and extremely strong earthquakes. It is well known that light, flexible buildings are favorable for
resisting seismic forces, while heavy, stiff buildings are favorable for resisting wind forces. Thus, tall
buildings in such regions have to satisfy these two completely opposite design criteria, and this can be
one of the most difficult design issues. In addition, there are many important issues to be resolved in
the design stage, the construction stage, and even in the maintenance stage after completion of a tall
building. Without integrated and comprehensive care during these three stages, satisfactory
performance of a tall building cannot be expected. Many engineers have devoted themselves to
finding good solutions to these problems, and to exploring new methods and technologies. This paper
spotlights their efforts and discusses the current status and future trends.

2. WIND RELATED ISSUES WITH TO TALL BUILDING CONSTRUCTION

One of the main purposes of tall building construction is to efficiently utilize the limited land space in
urban areas. For a given land space and a required building volume or total floor area, and only from
the economical building construction view point, it is obviously better to make a building low-rise
with the largest floor area as possible. Comparison of a single-story building and a tall building with
the same floor areas shows that the construction cost of the tall building can be significantly larger
than that of the low-rise building. However, it is true that potential tenants do not necessarily select
low cost, low-rise building. If a building is to be used for economic activities, high cost becomes less
important than high quality and high return potential. Business in a monumental or symbolic building
such as at Burj Dubai can be more beneficial in some cases. Additionally, the ground floor area of a
low-rise building may be 50 times that of a tall building, and the tall building is able to provide a
much wider free public space.

Incidentally, if the surrounding area is affected by strong winds due to the construction of the tall
building, it provides serious daily life difficulties for building occupants and others in the surrounding
area, which may significantly harm the building plan.

2.1 Pedestrian level winds

Wind-induced environmental problems accompanied by tall building construction was first reported
by Melbourne & Joubert (1971) and Lawson & Penwarden (1973), and many studies on these
phenomena and assessment methods followed, e.g. Isyumov & Davenport (1975), Penwarden and
Wise (1975), Gandemer (1975, 1978), Hunt et al. (1976), Cohen et al. (1977), Jackson(1978),
Lawson (1978), and Murakami et al. (1979a, 1979b).

As reported by Goliger et al. (2004), a trend is evident in which the re-emergence of space between
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buildings becomes a focus for city developments, leading to increased public spending on large-scale
retail and leisure amenities. This is accompanied by a growing awareness of the public of their right to
safe and comfortable public environments. This trend has led professionals in these environments to
recognize the need to invest more time and money in the investigation of the pedestrian level wind
environment, amongst other aspects that impact on people living and walking about in public spaces.
Furthermore, with densification of urban areas, the importance and need for a proactive and
comprehensive approach to environmental controls has become evident. The first Japanese case of
negative social impact of wind affected by built environment was reported and publicly debated in
1968. This followed the construction of the 147m-high Mitsui Kasumigaseki Building in Tokyo,
which was the first building over 100m high in Japan. This situation triggered research and
development of methods and studies for evaluating the environmental wind impact of tall and large
buildings in urban areas. The Environmental Effects Assessment Municipal Bylaw (EEAMB) has
been enforced by the Metropolis of Tokyo since October 1981. The EEAMB requires wind
environmental assessment based on an appropriately conducted wind tunnel study or CFD analysis
for buildings more than 100m high and having a total floor area of over 10°m*. The EEAMB also
recommends two assessment methods for wind environmental evaluations, i.e. Murakami et al.
(1983) and WEI (1989). More interestingly, full-scale measurements of pedestrian level winds should
be conducted one year before and after construction in order to validate the assessment made in the
design stage.

It should also be noted that the Prevention and Mediation of Disputes Related to Medium- and
High-rise Building Construction Municipal Bylaw (PMDMB) has been enforced by Tokyo
Metropolis since October 1978 in order to resolve problems between inhabitants of areas surrounding
construction sites and building developers. When the City Office receives a mediation request, a
special committee guides both parties to seek resolution following the PMDMB, and in many cases,
they can find a compromise and reach building agreement. However, in some cases, the talks escalate
to a lawsuit.

A comparative analysis of various types of disputes and complaints were handled in terms of the
PMDMB between 1994 and 2002 (Fujii, 2004, Goliger et al., 2004). The importance of various
environmental issues in terms of the percentage of the total number of complaints indicates that most
referred to shade and to privacy invasion. The wind-induced negative environmental impact due to
tall building construction typically refers to around 12% of the cases. Trees including artificial trees,
canopies, wind fences, wind shielding panels, and handrails for pedestrians are examples of various
countermeasures to strong winds caused by tall building construction seen in Tokyo (Nakamura,
2009).

It had been very difficult for inhabitants to win wind environmental arguments, but the Osaka
District Court first acknowledged and judged strong-wind effects due to construction of a 20-story,
56.9m-high condominium in Osaka on October 10, 2002 (Gologer et al., 2004). Although the fact of
the strengthening of the wind speed due to a building construction has been well known by engineers
for almost 40 years, it is very difficult for society to admit the degree of its social or human impacts.
The Right to Wind Environment has been recognized by the public only recently.

2.2 Wind-induced noise in tall buildings

Wind-induced acoustic noises generated from corners of tall buildings, louvers, blinds, crosspieces,
balustrades, ventilating openings, sashes and so on, annoy occupants, especially in the case of
residential apartment buildings, hospitals and hotels. The generated acoustic noise strongly depends
on the circumstances, conditions supporting sound sources, and aerodynamic and dynamic
characteristics of sound sources, and a prediction method is not easy to generalize. In many cases, a
study is made after the problem appears, and it is often accompanied by vibration problems and
failure due to fatigue. Curle (1955) made a pioneer work in this field, and Berhault (1977) discussed
wind noise in buildings. Suda & Yoshioka (1992, 1994) conducted full-scale measurements of
wind-induced acoustic noises in medium-rise and tall buildings for residential use and discussed their
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effects on amenity and occupants’ discomfort.

Bies et al. (1997), Nakato et al. (2000), Kitagawa et al. (2001), Haramoto et al. (2002), Suzuki et al.
(2002), Casalino & Jacob (2003), Gloerfelt et al. (2005), Ohima et al. (2005), and Seo & Moon (2007)
followed, and many recent studies are based on CFD analyses.

The effects seem to be more serious for tall buildings, and further studies are necessary not only to
solve acoustic noise problems but also to test and assess methods.

3. MONITORING OF WIND-INDUCED RESPONSES OF TALL BUILDINGS

Figure 2 shows the full-scale displacement in the along-wind direction of an actual tower 108m high,
measured by GPS during strong wind. In Fig.2, the static, quasi-static and resonant components are
also clearly identified.
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Figure 2: Wind-induced response of a 108m-high tower by GPS (Tamura et al.,
2002a)

As mentioned before, Eiffel (Davenport, 1975) conducted a pioneer work on response monitoring
at the 300m-high Eiffel Tower (1889). The importance of response monitoring of tall buildings has
been widely recognized and is becoming more significant. Many full-scale data of wind-induced
responses of tall buildings have been reported, e.g. Campbell et al. (2005), Li et al. (2003, 2004), and
Kijewski-Correa & David (2007). There are several objectives of response monitoring, such as to
accurately identify dynamic properties of buildings, to validate methods of wind-induced response
prediction, to directly provide necessary information for vibration control systems, to validate
efficiency of vibration control devices, to update the FEM model, to check the integrity of structural
frames of buildings (health monitoring, damage detection), and so on. A recent trend is the
application of the GPS proposed by Celebi (1998) to monitoring of tall building responses, e.g.
Tamura et al. (2002a), Ogaja et al. (2003), Li et al. (2006), Kijewski-Correa et al. (2006a, 2006b),
Hristopulos et al. (2007), Rizos et al. (2008), and Park et al. (2008), or its combined use with other
transducers such as accelerometers and inclination sensors.

Hybrid use of response monitoring systems and the FEM model can provide a real-time system for
monitoring internal forces in structural members (Tamura et al., 2002), and there is a proposal to
create virtual cities consisting of FEM models of tall buildings inside computers, to be installed in a
comprehensive urban disaster prevention system (Tamura, 2003).

4. EQUIVALENT STATIC WIND LOAD

The equivalent static wind load (ESWL) reproducing the maximum response of a structure was first
introduced by Davenport (1967) as the Gust Loading Factor (GLF) method. Structural design of a
building is generally based on maximum “load effects”, such as internal forces and stresses in
structural members, and in some cases on the maximum story deformation or displacement of a
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particular part of the building. The GLF by Davenport (1967) is calculated to reproduce the maximum
tip displacement by taking into account only the first vibration mode, and the resultant ESWL is
shown to be proportional to the mean wind force distribution. Accurate evaluation of the maximum
load effect is very important in the structural design of a building, and many studies on the ESWL
followed Davenport (1967), e.g. Simiu (1976), Solari (1982), Kasperski (1992), Davenport (1995),
Tamura et al. (1996), Piccardo & Solari (2000, 2002), Zhou & Kareem (2001), Chen & Kareem
(2001, 2004), Holmes (2002), Zhou et al. (2003), Repetto & Solari (2004), and Kwon & Kareem
(2007).

4.1  Why is ESWL required?

Time domain dynamic response analyses using fluctuating pressure data obtained by a simultaneous
multi-channel pressure measuring system (SMPMS) are conducted in the practical design of
particular structures such as long-span roof structures, structures with non-linear dynamic
characteristics, and buildings adopting non-linear damping devices (Tamura, 2003). Even for tall
buildings with complicated sectional shapes changing along the vertical axis, as for many recent tall
buildings, eccentricity causes complicated coupled motions of translational and torsional vibration
components, and three-dimensional time-domain dynamic response analysis using those resultant
fluctuating wind force components or by directly applying pressures obtained by the SMPMS is
required to appropriately estimate the combined effects of the various wind force components and the
resultant three-dimensional motions. Except for those examples, a simpler but sufficiently accurate
method is required for wind resistant design. ESWLs reproducing maximum load effects have been
examined for this purpose.

4.2 Is it necessary for ESWL to be a realistic distribution?

The next question is what is required for ESWL? Is it necessary for it to be a realistic distribution?
Kasperski (1992) proposed the Load Response Correlation (LRC) approach based on a very
sophisticated idea with an insight into the physical mechanism of the wind force and response
relation, and Holmes extended it to incorporate proper orthogonal decomposition (POD). LRC can
reproduce the most probable wind load distribution causing a particular maximum (minimum) wind
load effect, as Tamura et al. (2002b) reported by comparing the LRC results and ensemble averaged
actual pressure distributions causing maximum load effects, except for some special cases.

However, if the purpose of ESWL is to reproduce a specific target maximum load effect, any wind
load distribution should be acceptable. Even a single concentrated force acting on any point of the
structure will be fine, if the purpose is simply to reproduce a specific target load effect.

The GLF by Davenport (1967) assumed the following conditions for estimating the ESWL for a
structure.

1 Mean displacement caused by mean wind load is almost proportional to the 1st vibration mode.

2 The contribution of the 1st vibration mode is predominant in the dynamic response and the

contribution of other higher modes is negligible.

Under the above conditions, the distribution of the maximum displacement along the vertical axis of a
tall building can be proportional to that of the mean displacement caused by the mean wind load.
Therefore, even if the target load effect of the GLF is only the maximum tip displacement, the ESWL
can also reproduce the maximum displacement at any other story. The temporary and spatially
fluctuating pressure field acting on a building never shows the temporary averaged (mean) pressure
distribution at any instance. Thus, the mean wind force distribution is a completely ‘unrealistic’
distribution, and in this regard, there is no difference from a single concentrated load.

Thus, the original ESWL proposed by Davenport (1967) was intended to reproduce not only the
target maximum load effect, i.e. the maximum tip displacement, but also the other maximum load
effects simultaneously, i.e. the maximum displacements of all other stories. By the way, the reason
why Zhou & Kareem (2001) adopted the maximum base-bending moment rather than the maximum
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tip displacement was to reproduce the maximum ‘internal forces’, which are more important than the
maximum displacement in the general design of tall buildings.

& 11 Torget Load Effect =11 Target Load Effect

410 } 10

= by Tire-divieain -~ by Time=donmin

o 9 Kesponse Anulyin E 9 Response Annkysis

= = . . )

S - ol R

E 7 B 7 =«

= o

Wb = v §

E A by Ll W' | E :".' ®

= 1 ] E i =

- . . = 4 by LEL ESWI o o

=3 - =3 . "

15 115 20025 30 35 40 4548 I 5 10015 20 25 30 35 40 4548

Members (Mo ) Menibers (No,)

(a) Shear forces reproduced by GLF ESWL  (b) Shear forces reproduced by LRC ESWL
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Figure 4: Universal ESWL distribution and comparison of reproduced maximum
shear forces and actual maximum shear forces obtained by dynamic time domain
response analysis (Katsumura et al., 2007a)

As shown in Fig.2, the 1st mode contribution is predominant for the resonant component, but the
dynamic response consists not only of the resonant component but also of the background
component. The latter is not necessarily proportional to the first vibration mode, and the 2nd
condition is not acceptable in some cases. Especially in the case of long-span roof structures, the
higher mode contributions are very significant for the maximum internal forces in the structural
members, and they never appear simultaneously. Thus, in general, the maximum internal forces
appear at different instances, and the ESWL based on the LRC approach by Kasperski (1992) does
not guarantee the maximum internal forces in members other than the target one. Figures 3(a) and
3(b) compare the reproduced maximum internal forces in all members of a simple cantilever roof
structure obtained by the GLF method and the LRC method (Katsumura et al., 2007a).

The maximum shear force in Member No.1 obtained by time-domain dynamic response analysis
showed the largest value of those in all other members, and it was selected as the target maximum
load effect in the calculations of ESWL for both the GLF and LRC methods. Therefore, the maximum
shear forces in Member No.1 reproduced by GLF ESWL and LRC ESWL completely agree with the
actual shear force obtained by the time-domain dynamic response analysis as indicated in the figure.
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However, the reproduced maximum shear forces in the other members are basically underestimated
by both GLF ESWL and LRC ESWL. It is interesting that GLF ESWL, proportional to the
‘unrealistic’ mean wind force distribution, gives better estimation than LRC ESWL, based on the
‘realistic’ instantaneous wind force distribution. This is understandable because the internal forces in
the other members do not necessarily reach their maximum values at the same time that the maximum
internal force in the targeted Member No.1 appears. As mentioned before, the LRC approach is very
sophisticated, and gives the most probable and realistic wind force distribution causing the maximum
internal force in a target member (Tamura et al., 2002b). Thus, the LRC approach can catch the
typical load distribution condition causing the maximum internal force (or the maximum load effect)
in a target member (or at a target position). This strongly suggests that LRC ESWL is too typical for
the target load effect, and not for other load effects.

It should be noted that a ‘realistic’ ESWL distribution is not necessarily better than an “unrealistic’
ESWL distribution in terms of reproduction of the maximum load effects for non-targeted members.
Of course, a realistic ESWL-like LRC approach is useful for some particular purpose and has other
advantages.

Anyways, it is obvious that the main purpose of ESWL is to reproduce the targeted maximum load
effect, and it is also expected to reproduce other non-targeted maximum load effects. These two are
very important requirements for ESWLs in practical applications, and it is also true that a ‘realistic’
wind force distribution essentially does not satisfy the latter requirement except in some special cases
and only ‘unrealistic’ wind force distributions are possible.

Then, if these two requirements are the most important, the next question arises: “Why don’t they
directly seek an ‘unrealistic’ wind force distribution reproducing the maximum internal forces
simultaneously in all structural members?” In answer to this question, Katsumura et al. (2004, 2005,
2007a, 2007b) proposed to use Universal ESWL to reproduce the maximum load effects in all
structural members.

The Universal ESWL distributions are derived by an inverse analysis based on the actual
maximum load effects in all members, which are obtained by the dynamic time domain response
analysis applying a fluctuating pressure field obtained by SMPMS. Figure 4(a) shows an example of
the Universal ESWL distributions, and Fig.4(b) compares the actual maximum shear forces
reproduced by the Universal ESWL shown in Fig.4(a) and the actual maximum shear forces obtained
by the dynamic time domain response analysis in all members. By applying the simple Universal
ESWL distribution shown in Fig.4(a), almost all maximum load effects were almost perfectly
reproduced.

It is well known that many novel ideas on ESWL have been proposed and recent improvement of
the GLF method is significant. The Gust Front Factor has been proposed by Kwon & Kareem (2007)
to envelope the GLF method and to reflect the effects of an unsteady flow field. More studies on
ESWL including Universal ESWL are desirable.

5. CLADDING DESIGN AND FRAME DESIGN

There are two problems in the current codes and standards that need to be clarified. One is the
different natures of the dynamic characteristics of a building in the elastic region and the plastic
region, as shown later. The other is the recurrence periods of the design wind load for structural
frames and for cladding/components.

Basically, in some current codes, the same GLF or Gust Response Factor (GRF) based on the
dynamic behavior of a building in the elastic region is also used for the ultimate state design. It is
necessary to clarify the availability of the “elastic GLF” or “elastic GRF” in the ultimate design stage,
in which the building behaves in a plastic manner. Incidentally, in Japan, the ultimate design criteria
for main structural frames allow member stresses to be within 1.1 times the allowable stress, i.e. only
10% larger than the elastic limit, so the building should behave in an “almost elastic manner”. Thus,
fully plastic behavior is not permitted and is not checked in design. Further studies are expected in
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this regard.

The other problem is the design wind load levels for structural frames and for cladding and
components. They tend to design cladding and components based on a lower level wind load than the
main structural frames, i.e. a shorter recurrence wind load is used for cladding design than for frame
design. For example, according to the Building Standard Law of Japan (BSLJ), 50-year-recurrence
wind loads are applied for structural frame design with allowable-stress design criteria, and the same
recurrence wind loads are estimated for cladding and component design. However,
500-year-recurrence wind loads are applied for the ultimate state structural frame design, but only
100 or 200-year-recurrence loads are applied for cladding and components.

Structural designers are interested in main frame design, but not in cladding design. However,
wind-induced damage is generally triggered by small damage to cladding and components. This can
be developed to a larger scale and more severe damage including that to main frames. This “coherent
phenomenon” in damage progress is a special feature of wind-induced building damage. The
fractured parts of cladding and components can easily become wind-borne debris, and strike
downstream buildings. Debris impacts also initiate cladding and component damage to downstream
buildings. This “chain of damage” is another special feature of wind-induced damage to buildings in
urban areas.

If the window panes and claddings of a tall building were damaged, property inside the building
would be seriously damaged and lose its value, and this property loss could be very significant,
especially if only the main structural frames remain. The miserable situation of a building with
damaged window panes is often reported after extreme wind attacks in urban areas, e.g. Brewick et
al., 2009. Furthermore, in general, the structural design of the main frames assumes the acrodynamic
coefficient for the original shape of the building without cladding damage, so that the cladding and
components are implicitly assumed to keep their original shape. Therefore, theoretically, there is no
reason to accept a lower level of wind load for cladding, except for cases considering the possibility
of change of aerodynamic coefficient or reaching a consensus with building owners and occupants or
guaranteeing preventive measures of damage coherence or damage chain. It is said that claddings and
components are replaced more frequently than main structural frames, so the existing return periods
for them are shorter than that of main frames. It is also said that the design recurrence period for
cladding and components can be less than that of main frames, but this discussion is not appropriate.
A specific cladding element with a proper noun may become expired in a shorter period, but another
cladding element with a different proper noun may replace it, and the cladding itself with a common
noun always exists as long as the building exists. The replacement is only maintenance action to keep
the element’s quality up to the level assumed in the design stage. Thus, the existing shorter period of
a specific cladding element has no meaning in wind load estimation. As cladding and component
damage directly relates to the safety of building and property, the structural designer should play an
important role in guaranteeing their performance during strong winds.

A similar problem should be considered for the design wind loads of scaffolds for building
construction, for those of buildings in the construction stage, and for those of so-called “temporary”
structures such as site offices. For example, in Japan, the design wind load for scaffolds is defined as
1-year-recurrence wind load, because its average settling period at one construction site is around 6
months (Kasetsu Kogyo Kai, 1999). However, this design wind load estimation concept is completely
wrong. Although the average period of the existence of a specific scaffold at an individual site is
short, it moves to other places and it exists in the same city or area for a very long time. Even a
specific scaffold with a proper noun cannot be used for a long period, many scaffolds with a common
noun always exist in an urban area. Then, the acceptable probability of damage to those scaffolds
should be discussed. Of course, it is not easy to determine an acceptable level of damage, because it
depends on the importance of the target, social, economical and physical impacts of the damage, the
economic situation of the society/nation, the historical aspect, and so on. However, it is clear that
there is no relation between the design wind load level and its existing period at an individual site.
Even if the average period of an individual rent of a rental car were one and a half days, the car cannot
be designed based on the length of each individual use. By the way, they say that nets or sheets
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covering scaffolding would be removed under strong wind conditions, so a lower level of wind loads
can be applied for scaffolding design. This is also obviously doubtful. Removal of nets and sheets is
an action of cure providing change of physical parameters such as wind force coefficient and
projected area, and it cannot be a reason for reduction of the design wind speed level. Here, the design
wind load should be determined based on the acceptable collapse rate or damage rate of the
“so-called” temporary structures in the human society. This kind of study is also desired.

Even for the design wind load for main structural frames, the design load level may not be able to
be determined based on a lifetime of an individual building. We are living in an individual building,
but this building is an important element composing a city and a nation. The function of an individual
building is of course important and should be considered in the design load estimation, but the
function of the city and the nation is also very important. For the function of the city or nation, the
proper nouns of its elements are not important: only the collapse or damage rate of the elements is
important. As is well known, there is a concept for determining the optimal design load level based on
the probabilistic consideration of the minimum life cycle cost (LCC) of a building including initial
construction cost and estimated repairing cost for its estimated lifetime. However, although each
building generally belongs to an individual as private property, it is one of the cells or elements
composing a city or nation, and they are strongly related to each other as an economic function as
well. The Business Continuity Planning (BCP) is an important issue not only for the private sector but
also for a city or a nation, and securing BCP can be a key to the security of the city or nation. In
particular, tall buildings have an aspect of social property, and damage to them has significant
economic and social impacts on a community. Therefore, although the LCC concept is applied in
design load estimation, the optimal design load level should be decided considering the city total or
nation total LCC as a group of buildings, rather than optimization of the LCC of an individual
building. In that case, the cost conversion of social security or national security should be included.

6. HABITABILITY TO BUILDING VIBRATIONS

There have been many studies on human comfort and habitability under building vibrations. Reed
(1971), Jeary et al. (1988), Fujimoto and Ohkuma (1988), Tamura et al. (1988), Nakata et al. (1993),
and Denoon (2000) studied human responses under full-scale conditions. Chen and Robertson
(1973), Kanda et al. (1988, 1990), Shioya et al. (1992), Shioya & Kanda (1993), Nakata et al. (1993),
Denoon (2000), Inoue et al. (2003), and Burton et al. (2003, 2006, 2007) conducted experimental
studies under laboratory conditions using an artificial room mounted on an exciting facility.
Melbourne & Cheung (1988) and Melbourne & Palmer (1992) proposed maximum peak acceleration
criteria for any return period, and this was reflected in the AS1170.2-1989 Commentary (1989).
There are several other guidelines relevant to the evaluation of habitability under horizontal
vibrations of tall buildings: ISO6897 (1984), BS6841 (1987), ECCS (1987), NBCC (1990),
1SO2631-1 (1997), AlJ-Guidelines (2004), and ISO10137 (2007). AIJ-Guidelines (2004) and
ISO10137 (2007) adopt 1-year recurrence peak acceleration as an index, although ISO6897 refers to the
root mean square (rms) value for evaluation of habitability under vibration. The main reason for this is
that the peak or maximum value is more easily understood by designers, owners and occupants than the
rms value. As both values can be converted by using a peak factor, there is no substantial difference
between them. The reason for adoption of 1-year-recurrence peak acceleration is that this value relates
more to daily comfort than extreme events.

Tamura (1998) summarized the probabilistic human perception thresholds by connecting the
results for the low-frequency region from 0.125Hz to 0.33Hz by Shioya et al. (1992) and the high
frequency region from 1.0Hz to 6.0Hz by Nakata et al. (1993), as shown in Fig.5(a). These
experiments were made basically for uni-axial sinusoidal motions, but tests were also conducted for
random motions and for bi-lateral elliptic motions simulating wind-induced building motions
(Tamura, 2003). Randomness did not seem to affect the perception threshold. The perception
threshold for random motions was almost the same as that for sinusoidal motions, as shown in Kanda
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et al. (1990). Thus, the motion perception for wind-induced vibration of a building might be simply
based on the acceleration amplitude and its predominant natural frequency. In Fig.5(a), probabilistic
perception thresholds obtained for an actual 10-story building by Jeary et al. (1988) and the average
perception thresholds obtained at two air-traffic-control towers and one port-operation tower by
Denoon (2000) are also shown in Fig.5(a). They almost coincide with the laboratory data.

Figure 5(b) shows the AlJ-Guidelines (2004), which only give five curves: H-10, H-30, H-50,
H-70 and H-90 instead of some recommended lines. The number of each curve indicates the
perception probability as a percentage. Figure 5(c) compares other major codes. Incidentally, the
ISO6897 minimum and average perception thresholds coincide with the lowest probabilistic
perception threshold shown in Fig.5(a). ISO10137(2007) gives two guidelines, for “Office” and
“Residence”, and the given curve for “Residence” is close to the 90% level of the probabilistic
perception threshold given in Figs. 5(a) and 5(b).

As did Kawana and Hisada (2002), Kawana et al. (2008a) conducted vibration monitoring of a tall
building and questionnaire studies on occupants comfort, and reported that many occupants first
perceive vibration by visual cues inside office rooms rather than by body sensation or outside visual
cues. Kijewski et al. (2007) also pointed out the importance of visual cues in motion perception in tall
buildings, in which standing occupants perceived vibration from outside views. Kawana et al.
(2008Db) studied the probability of seeing various visual cues in office and residential rooms, and
Kawana et al. (2008c) discussed the motion perception probability only from visual cues inside
rooms considering the probability of seeing visual cues. The probabilistic perception thresholds from
“only visual cues” (OVC) are also indicated as Vis-1% - Vis-23% in Fig. 5(b) (Kawana et al., 2008c).
In the low frequency region less than 2Hz, the OVC probabilistic perception threshold can be lower
than the probabilistic perception threshold by only body sensation, thus suggesting that occupants in
tall buildings perceive vibrations from visual cues rather than from body sensations.
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(a) Perception threshold by (b) Perception threshold by (c) Habitability criteria/guidelines
only body sensation only visual cues and AlJ-
Guidelines (2004) (H-10 - H-90)
Figure 5: Probabilistic perception thresholds for horizontal motions by only body
sensation (Tamura, 2003), by only visual cues (residential buildings) (Kawana et al.,
2008c¢), AlJ-Guideline (2004) and other habitability criteria and guidelines

Tamura et al. (2006) introduced two habitability evaluation methods: a deterministic method and a
probabilistic method. The deterministic method based on probabilistic perception thresholds, i.e.
H-10 - H-90 curves given in AIJ-Guidelines (2004), is used to decide a target criterion based on the
database of the peak acceleration responses of existing non-complaint buildings with various
different usages (Tamura et al, 2006). The probabilistic method is used to design the building to
satisfy the criteria based on perception probability in terms of the target Perception Index, which is
similar to the Reliability Index in the LRFD method (Kanda et al., 1993, Tamura et al., 2006).
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Bashor & Kareem (2007) also proposed a probabilistic evaluation method based on FORM. These
studies as well as accumulation of full-scale information are desired.

There are many problems to be solved: effects of visual cues, effects of acoustic cues, effects of
postures, effects of mental and physical conditions, wide dispersions in individual differences in
human comfort, effects of social and economic situations, only very few field data on the
compliance rate, and so on. The problem is still far from being solved.

7. DAMPING IN BUILDINGS

Improvement and development of vibration measurement techniques and damping evaluation
methods have enabled damping data to be made more reliable, e.g. Jeary (1986, 1992), Tamura and
Suganuma (1996), Tamura et al. (2000, 2002c¢).

Figure 6 shows evidence of amplitude dependency of dynamic characteristics of buildings, and of
the contribution of secondary members. It clearly shows that the damping ratio increases with
amplitude, while the natural frequency decreases (Tamura and Suganuma, 1996). These results are
attributed to the same physical reason, i.e. the contribution of secondary members and their stick-slip
phenomena. In the small amplitude regime, connections, joints or contact surfaces of various building
components stick to each other. However, if the amplitude increases, they begin to slip, thus
providing friction damping but losing their stiffness. This is the main reason for the increasing
damping and decreasing natural frequency with increase in vibration amplitude shown in Fig.6.
However, if the amplitude reaches a certain level at which all connections slip, the number of slipping
connections does not increase any more with increase in amplitude, and the damping ratio shows 1ts
peak. Tamura (2006) suggests the existence of a “critical tip drift ratio (xy/H).,” at around 10°-107%,
where the damping ratio decreases with amplitude from the critical tip drift ratio.
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Figure 6: Variation of dynamic characteristics of a 99m-high steel-framed building
(Tamura and Suganuma, 1996)

Tamura et al. (2000) recommended the following formula for the fundamental natural frequency f;
(Hz) as a function of building height H(m), based on the Japanese Damping Database (JDD)
compiled from reliable information on dynamic properties of 285 buildings, including necessary
information on building dimensions, soil and foundation types, building usage, cladding types,
amplitude level, measurement and evaluation methods, and so on.
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Ellis (1980) proposed a simple approximation for the fundamental natural frequency f; = 46/H for
buildings of all structural types, and this is widely used in some codes or standards. Japanese results
for both RC/SRC and S buildings give a higher natural frequency than Ellis” proposal in the low
amplitude regime, and those for RC/SRC-buildings also give higher values even in the high
amplitude regime. Incidentally, higher mode natural periods are proportional to the fundamental
natural period (Tamura et al., 2000).

Based on JDD and considering the amplitude dependency shown in Fig.6, formulae for predicting
the fundamental damping ratios for RC-buildings and S-buildings are given as:

0.014 1, +470 X _0.0018 = 093 +4702_0,0018: RC buildings (2a)
- H H H
6= X 0.65 X
0.013 f, +400 EH +0.0029 = A + 400;” +0.0029:  Sbuildings (2b)

These formulae consist of a frequency dependent term, an amplitude dependent term, and a constant.
It is important that the frequency dependent terms, 0.014 f; and 0.013 f; in Egs.(2a) and (2b), cannot
be attributed to the frequency effect. It is likely to be due to the soil-structure interaction (SSI). The
natural frequency of buildings is expressed with satisfactory accuracy by a simple function of height
H, as shown in Egs. (1a) and (1b). A building with a higher natural frequency is basically a
lower-height building, where the SSI effects become more significant, resulting in a higher damping
ratio. This is reflected in the frequency dependent term, and it may be more reasonably expressed by
a function of building height H rather than natural frequency f; as shown in the above formulae.
Incidentally, Eq.(5a) coincides closely with all the known full-scale amplitude data of RC-buildings
in the database, and the correlation coefficient was estimated at 88% (Tamura et al., 2000). However,
it should be noted that the formulae are essentially applicable within the range x;;/H<2x107. Based
on the above results, recommendations for design damping ratios were made for “Habitability” level
and “Safety” level (Tamura et al., 2000).

8. VIBRATION CONTROL

The accuracy of the structural damping in a building is very low, and there is a significant
uncertainty in the predicted wind-induced responses; thus the reliability of structural design is also
very low. However, a certain amount of damping is guaranteed by using damping devices, and the
reliability of structural damping can thus be improved significantly.

The method of reducing the response by increasing the stiffness has been commonly applied in
wind resistant design. Wind-induced displacement contains static and quasi-static components,
which clearly decrease with increasing stiffness. If the stiffness Ky is doubled, the displacement is
halved, because it is proportional to 1/Ks. In addition, the sectional area is accordingly increased,
which has a great effect in reducing member stress. However, the acceleration amplitude, which is
usually a representative parameter in checking the habitability of a building to vibration, is the
product of the displacement amplitude of the resonant component and the square of the circular
natural frequency (27f5)>. Because (2mfs)” increases in proportion to stiffness K, its contribution
cancels out the decrease in displacement due to the increase in stiffness. Thus, the acceleration does
not decrease significantly. That is to say, the increase in stiffness does not lead to any improvement in
building habitability to vibration (Tamura 2003).

Because the resonant velocity U, = fsD/S; becomes higher when the stiffness is increased, the
probability of vortex-induced vibration decreases. This is effective in reducing fatigue damage.
However, since the aerodynamic force increases for higher wind speed, the vibration amplitude
remains almost unchanged regardless of stiffness once vortex-resonance happens.

One feature in suppressing wind-induced vibration is the applicability of aerodynamic means. That
is to say, it is possible to decrease the wind force input by changing the shape of the structure. Tall
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buildings vulnerable to winds are slender and flexible structures, so it is important to develop a
method for suppressing responses in the crosswind direction due to Karman vortices. There are many
aerodynamic methods for suppressing vortex resonance of cylindrical structures: helical strakes,
perforated shrouds, and slats. Other methods are chamfered corners, corner cutting, vented fins,
opening holes (Dutton & Isyumov, 1990) for tall buildings and other prism-like structures.
Chamfered corners and corner cutting are widely used for actual tall buildings. There are some
proposals for using active aerodynamic devices such as rotors placed at the corners (Modi et al.,
1995), jet flow control and so on. Opening holes in the top of the building can inhibit the formation of
the Karman vortex, but it should be noted that there is a possibility of increasing response at low wind
speeds, thus adversely affecting residential habitability.

Vibration can be controlled by disturbing coherent vortex shedding along the vertical axis by
changing the sectional shape with building height. When the sectional shape is changed along the
vertical axis, the vortex shedding frequency that corresponds to the sectional shape varies with
building height. Thus, axially synchronized vortex shedding cannot be formed (Shimada & Hibi,
1995).

The wind-induced response of a structure is comparatively stationary compared with the seismic
response, thus making it easier to apply a vibration control system. Vibration control systems for
suppressing wind responses of tall buildings include Passive Tuned Mass Dampers (TMD), Hybrid
Mass Dampers (HMD), Active Mass Dampers (AMD), sloshing-type Tuned Liquid Dampers (TLD),
Visco-elastic Dampers (VED), Viscous Fluid Dampers (VFD), Oil Damper (OD), Semi-active Oil
Dampers (SAOD), Steel Dampers (SD) and so on (Tamura 1990; 1998; Kareem et al., 1999). SD is
not appropriate for wind-induced vibration considering the fatigue effect, but almost all are efficient
under wind-induced motions. Their efficiency under seismic actions is limited, especially for
extremely strong earthquakes. The urgency to install AMDs or HMDs in the early *90s seems to have
waned, but considering their cost and maintenance as well as their efficiency, SD may currently be
the most commonly used for strong earthquakes. VFDs and VEDs are also widely used for both
earthquakes and winds (Tamura, 2003).

As introduced in Tamura (2003), another new trend in Japan is the use of more than two different
types of damping devices for different design targets. Four different types of damping devices were
installed in the Nippon TV Office (193m, completed in 2003): two TMDs for habitability under
wind-induced vibrations, 32 ODs for wind-induced vibrations and weak/medium-class earthquakes,
and 64 unbonded bracing dampers (SDs) and 312 link beam dampers (SDs) for extremely strong
earthquakes. AMDs for habitability to wind-induced vibrations and SAODs for wind-induced
vibrations and extremely strong earthquakes were installed in the Kajima Tower (172m, completed in
2003).

9. EALSTO-PLASTIC OSCILLATIONS OF TALL BUILDINGS

Present wind resistant design criteria generally require mostly elastic behavior for buildings in Japan,
because it has not been clarified how they would behave in the non-elastic region under extremely
strong wind conditions. Research has been carried out into elasto-plastic response behavior during
wind excitation and a forecasting technique (Tsujita et al. 1997). Ohkuma et al. (1997) discussed the
relation between power spectrum density of wind force and elasto-plastic energy, and proposed a
response estimation method based on the application of energy balance to wind resistant design of
buildings. However, these studies were based on the lumped mass system with a single mass or
several masses under the bi-linear hysteresis assumption for each story or for the overall structure.
Therefore, they do not clarify non-elastic behavior of members and the relationship between story
and member deformations, making it impossible to pursue the fracture process of the building in the
ultimate state.

In order to achieve performance based design, a building’s performance around its ultimate limit
state should also be examined. Tamura et al. (2001) described an analytical method that took into
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account the non-linearity of individual members, and showed the relationship between member
non-elastic behaviors and excitation duration in a time history response analysis. Then, the
relationship between member fracture and overall structural behavior were discussed, and the
following points were clarified. The level crossing number varies with member plasticity, the P-4
effect causes a decrement of story shear force at yield point. The cumulative ductility factor is
proportional to the excitation duration. Member fractures lower the natural frequency of the structure.
Column bending moments increase drastically with beam end fracture, and just before a column
fracture, the frame has already shown mostly unstable behavior due to long-columnization. Then, a
column fracture immediately induces a structural collapse mechanism (Tamura et al., 2001).
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Figure 7 Story shear force and relative story velocity against story deformation angle
(50-story Model, 2000-year recurrence, Omin - 87.3min) (Tamura et al. 2001)

Figure 7(a) shows the relation between the story deformation angle and story shear force of a
50-story frame model (Tamura et al., 2001). The slope of the hysteresis inclines with the member
fractures, thus showing decreasing stiffness. Therefore, the natural frequency of the model decreases.
Figure 7(b) shows the relation between the story deformation angle and the relative story velocity
response, where the orbit departed from the elliptic trace with a significant increase in the story
deformation angle just before the beginning of a column fracture. This is induced by
long-columnization. Immediately after the first column fracture, the relative story velocity response
magnitude increased and reached the building’s collapse mechanism. This suggests that the
occurrence of plasticity in a column immediately results in a column fracture and collapse
mechanism. Therefore, column plasticity or fracture should be avoided.

More studies of this kind may be necessary for wind-induced ultimate limit state design.

10. WIND-INDUCED OSCILLATIONS OF BASE-ISOLATED TALL BUILDINGS

Another recent special feature of tall building design in seismic regions is the adoption of the
base-installation system. It is of course possible to design tall buildings to resist extremely strong
earthquakes, even for the ground acceleration level exceeding gravity acceleration of 9.8m/s>. One
important problem that has recently arisen is excitation by long-period ground motions, which have
not been taken into account in past earthquake-resistant design of tall buildings. The dominant period
of the ground motion can be more than 5s, which can cause resonant vibrations of tall buildings
(Irikura, 2005). However, even if the building structure is safe, the floor acceleration can exceed 1G
or more in some cases, and occupants, furniture, and facilities on the floor face a very dangerous
situation. Thus, tall buildings for residential use, hospitals, and so forth tend to use base-isolation
systems. The base-isolation system aims to minimize the input seismic energy from the ground to the
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upper building portion by using special supporting devices with damping systems. The natural
frequency of a base-isolated building is longer than that of an ordinary building, because of the soft
supporting system for the horizontal motion. Thus, wind-induced displacement of the upper building
becomes larger than that of an ordinary tall building, and accurate estimation of the wind-induced
displacement of the base-isolated tall building is important for checking the necessary clearance with
surroundings. It is of course necessary to consider the combined effects of the along-wind, crosswind
and torsional components, but more importantly, the dynamic characteristics of base-isolation
devices are complicated.
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Figure 8: Base-isolation device (LRB) and experimental result of wind-induced
response of a building model with LRB base-isolation system (Takenaka et al.,
2004)

Takenaka et al. (2004) investigated the behavior of a tall building with a base-isolation system.
The base-isolation device was the widely used LRB (Lead Rubber Bearing), which consists of a
laminated rubber bearing with a lead plug at the center, as shown in Fig.8(a). Figure 8(b) shows an
example of experimental results of wind-induced responses of a tall building model using a 1/2 model
of the LRB device. The skeleton curve representing the load-displacement relation empirically
obtained as the sum of the laminated rubber bearing stiffness and the lead plug stiffness is shown in
the figure by the bold solid curve indicated as “Skeleton Curve for Seismic Design”. The most
important fact is that the wind-induced response of a tall building does not follow the skeleton curve,
and sudden slip-like phenomena and the resonant vibrations are repeatedly observed. In general, the
lead plug cannot work as stiffness for the static component and even for the quasi-static component of
the wind-induced building response and the temporal variation of the mean-like displacement
approximately follows the line representing the rubber stiffness. Thus, if the wind load is estimated at
60kN, the displacement cannot be 7mm as obtained by the skeleton curve, but reaches 40mm or more.
This fact is not necessarily well considered in practical design.

11. INTERFERENCE EFFECTS

Wind loads on tall buildings in a group in real environments can be quite different from those on
an isolated building. Such surrounding buildings or downstream buildings can significantly increase
or decrease wind loads on buildings. Interference effect studies were carried out in the early
seventies. This sudden interest could perhaps be traced back to the collapse of three of the eight
natural draft cooling towers at Ferrybridge, England in 1965, which was attributed to interference
effects (Armit, 1980). Interference effects have been studied by many researchers over the past
several decades, e.g. Saunders & Melbourne (1979), Surry & Mallais (1983), Bailey & Kwok (1985),
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Taniike (1992), Khanduri et al. (1998), Khanduri (2000), Thepmongkorn et al. (2002), Tang & Kwok
(2004), Xie & Gu (2004), Gu & Huang (2005), and Zhao & Lam (2008).

Surry and Mallais (1983) reported on high suction near the ground and at the top of a building for
spacing between two buildings and a building of unusual geometry, such as a sharp-cornered tower,
but most past studies have focused on wind loads and induced responses of the target building for
structural design. These studies have been carried out to try to codify wind loads caused by
interference effects, and a comprehensive database is desired for codification and preliminary design,
but this requires a huge number of wind tunnel experiments. However, studies to provide general
recommendations have not been successful due to the complex nature of the problem and the large
variation of building geometries, relative locations of adjacent buildings, wind directions, upstream
terrain conditions and so on.

In practical design of tall buildings, interference effects on structural design loads and cladding
loads have been examined by using wind tunnel tests with surrounding building models for individual
cases. Then, a problem always arises: how to take into account future changes of the surrounding
conditions.

12. FUTURE TRENDS

12.1 From compulsory to free style

Tall buildings have been traditionally designed to be symmetric rectangular, triangular or circular in
plan, in order to avoid excessive seismic-induced torsional vibrations due to eccentricity, especially
in seismic prone regions like Japan. However, recent tall building design has been released from the
spell of compulsory symmetric shape design to free-style design.
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Figure 9: Crosswind overturning moment spectra for tall building models with
various configurations (Tanaka et al., 2009)

This is mainly due to architects’ and structural designers’ challenging demands for novel and
unconventional expressions. Development of computer aided analytical techniques and of vibration
control techniques using auxiliary devices have also contributed to this trend. Another important
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aspect is that rather complicated sectional shapes are basically good with regard to aerodynamic
properties for crosswind responses, which is a key issue in tall building wind-resistant design. Figure
9 shows an example of wind-induced responses of tall building models with various configurations:
square plan, with corner cut, tapered, with setbacks, 90deg helical, and 180deg helical (Tanaka et al.,
2009). Comprehensive studies on the aerodynamic characteristics of various tall building
configurations, and studies on corresponding optimal structural systems are necessary.

12.2 Strong needs of e-database based design

Not only for long-span roof structures, but also for tall buildings with complicated configurations, 3D
time domain dynamic response analyses based on SMPMS may be necessary for precise studies on
wind-induced behaviors in practical design. The current wind load codes and standards contain
crosswind and torsional load estimation methods only for tall buildings with simple rectangular and
circular sectional shapes, e.g. AIJ-RLB (2004). Therefore, wind tunnel tests using SMPMS are
required. However, preliminary studies on wind-induced responses and loading effects should be
made based on easier and expedient ways in the early stage of building design.

One way of meeting this requirement is to use e-database-based design (Whalen et al., 1998, Sadek
& Simiu, 2002, Zhou et al., 2003, Wang et al., 2003, Tamura, 2003). The aerodynamic database was
developed by several groups: NIST Aerodynamic Database (http://fris2. nist.gov/winddata/) at
National Institute of Standards and Technology collaborated with The University of Western Ontario;
NatHaz Aerodynamic Loads Database (http://www.nd.edu/~nathaz/ database/index.html) at The
University of Notre Dame (Zhou et al., 2003, Kwon et al., 2008); e-wind (http://www.ce.tku.edu.tw/~
wind/English/english.htm) at Tamkang University (Cheng et al., 2008); and TPU Aerodynamic
Database (http://www.wind.arch.t-kougei.ac.jp/system/eng/contents/code/w _it) at  Tokyo
Polytechnic University (Quan et al., 2007). This trend should be accelerated, and efforts should be
made to accumulate and develop electronic aerodynamic databases.

In relation to this, it would be useful to accumulate and develop databases for Universal ESWLs
and LRC ESWLs for various structural cases.

12.3 CFD studies for structural design and environmental problems

Recent development of CFD techniques for wind engineering applications is very significant both
for the structural design field and the environmental assessment field. Two guides on numerical
prediction were recently published by AIJ: AIJ-Guide-NPWLB (2005); and AIJ-Guidebook-
CFDWE (2007). The former is for numerical prediction of wind loads on buildings and the latter is
for numerical prediction of the pedestrian level wind environment in urban areas. Tamura et al.
(2008) summarized the AIJ-Guide-NPWLB (2005) and emphasized that consistency of inflow
turbulence characteristics for various numerical models is very significant for appropriate wind load
estimation and an accurate time-dependent analysis such as LES is definitely required for wind load
estimation.

Yoshie et al. (2007), Tominaga et al. (2008), and Mochida & Lun (2009) introduced and gave
commentaries on the AlJ-Guidebook-CFDWE (2007). AIJ-Guidebook-CFDWE (2007) emphasizes
a shift from the k-&£ model to LES (Large Eddy Simulation) and DES (Detached Eddy Simulation),
simulation of microclimates in urban areas (Yoshida et a., 2000a, 2000b), development of a software
platform for integrated analysis of urban climate combining micro-scale and meso-scale analyses
(Mochida et al., 2000, Murakami, 2004), and development of databases for the pedestrian level wind
environment over a wide area based on 3D CFD analyses (CASBEE-HI, 2006) as a recent trend.
Trials of hybrid analysis of a meso-scale meteorological model and LES to predict fluctuating wind
fields in urban areas (Kishida et al., 2009), and development of virtual anemometers for forecasting
wind speed and directions at any point to predict wind-induced damage to buildings by using a
meso-scale meteorological model WRF (The Weather Research and Forecasting:
http://wrf-model.org/index. php) (Maruyama, 2009) are especially noteworthy.
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However, although the CFD technique is still incomplete and under development, careful but
positive applications and development of its scope of applications are very necessary, because
improvement and maturity of a technology cannot be made without its usage.

12.4 Make the most of cyberinfrastructure: Engineering Virtual Organization

Another recent novel project is an Engineering Virtual Organization named VORTEX-Winds
(Virtual Organization for Reducing Toll of EXtreme Winds on society) (Kareem & Kijewski-Correa,
2008). VORTEX-Winds is a cyber-based collaboratory utilizing cyber infrastructure to share
intellectual and physical infrastructures among participating member countries and organizations
through its collaboration with the University of Notre Dame (ND). Development of VORTEX-Winds
in collaboration with ND is one of the important features of the Global COE Program of Tokyo
Polytechnic University (Tamura et al., 2008). VORTEX-Winds will house design and analysis
modules and knowledge bases involving, for example, aerodynamic databases, wind resistant design
databases, and wind hazard databases pooled together from different participants and development of
windwiki for advancing research, knowledge and education in cyberspace. Successful examples of
similar collaborations exist in various fields of science, meteorology and earthquake engineering
(Kareem & Kijewski-Correa, 2008). The proposed VORTEX-Winds consists of two parts: E-analysis
& Design Modules and Knowledge Base. The former is composed of six modules: Full-scale/Field
Site Data Repository, Database-Assisted Design, Uncertainty Modeling, Tele-Experimentation
Services, Statistical/ Stochastic Toolboxes, and Computational Platforms. The latter is composed of
five bases: Wind-Wiki, Damage Database, Help Desk, Bulletin Boards, and Curriculum Tools. It can
offer not only automated and integrated advanced design tools but also an advanced real-time global
e-learning platform. Currently, fourteen research and educational organizations around the world are
collaborating to develop VORTEX-Winds to share and complement individually owned intellectual
and physical resources. Thus, VORTEX-Winds entails pooling of the resources of partners and
collaborators from around the world to address problems at the frontiers of wind engineering utilizing
cyber infrastructure. In this context, VORTEX-Winds can efficiently integrate CFD, database-based
design, and other resources, and can dexterously cope with the future diversity of tall building design
(Kareem & Kijewski-Correa, 2009).

Accurate response monitoring techniques and appropriate techniques for evaluating the dynamic
properties of buildings enable updating of FEM structural models. Accurate FEM structural models
enable prediction of wind-induced responses of buildings with the aid of the aerodynamic database or
CFD techniques using the meso-scale meteorological model. A group of accurate FEM structural
models of tall buildings compose a virtual city having structural reality in a computer. This virtual
city made up in a computer can always be updated based on monitoring outputs, and would be
expanded to a comprehensive urban disaster prevention system, and would also change the picture of
structural design systems.

13. CONCLUDING REMARKS

This paper has discussed several topics on wind and tall buildings, especially the current status of
wind resistant design of tall buildings and relevant state-of-the-art issues. However, some of them
simply involve bringing up of questions and presenting problems to be solved, or doubts the author
always has. Therefore, it is difficult to derive concluding remarks, but the author wishes that young
researchers will try to meet these challenges to find solutions and directions to be taken in the future.

Finally, the author would like to emphasize the importance of development of EVO proposed by
Kareem in our wind engineering community.
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1. INTRODUCTION

Risk in structural and architectural engineering can be defined as a measure of the probability that a
structure or component thereof will fail to function as intended. In this definition allowance should be
made — although it is not always made -- for uncertainties in the estimation of the failure probability.
A limit state is characterized by a specified value of an appropriate measurable attribute of the
structure's behavior. Exceedance of this value means that failure has occurred. .

We are primarily interested in failures whose occurrence induced by wind causes a loss of function
that is significant from the point of view of a user or an insurer. Examples are structural collapse, or
roofing damage allowing water penetration. According to this perspective the exceedance of
allowable stresses or the attainment of yield stresses are not failures. We make this distinction
because we wish to focus on explicit measures of risks; exceedance of, e.g., the allowable stress can
only serve as an implicit measure of risk, and is in and of itself of no significant concern to users. In
view of this focus, we will consider risk within the context of performance criteria, in which measures
of risk are stated explicitly. This context is useful for loss estimation purposes as well. However, we
will also discuss criteria in which measures of risk are implicit.

Risk estimation is needed for the development of criteria governing the design of structures
intended to remain functional when subjected to wind loads, under the constraint that costs --
including insurance premiums -- and the consumption of materials and energy are reasonably low, if
not optimal. Improved estimates of risk are desirable because they help to achieve designs that are
risk-consistent throughout a community and can thus help to enhance community resilience. In
addition, risk estimation is needed for the prediction of wind-induced losses, and for the estimation of
commensurate insurance costs, including costs covered by the insurer of last resort, the taxpayer.

It has been argued that probabilities of failure inherent in designs based on criteria consecrated by
past experience can be assumed to be acceptably low, even though those probabilities are not known.
This view has merit. However, past experience is not always directly applicable to novel technologies
or practices. Invoking past experience can therefore be imprudent. The New Orleans levees are a case
in point.

The estimation of risk is typically difficult, and is an art as much as a science. In structural
engineering risks are typically associated with considerable knowledge uncertainties. This is the case,
in particular, for estimates of the large mean recurrence intervals (MRIs) specified in safety
performance criteria for typical structures, and even more so for MRIs of the order of 107 years
specified in the U.S. for nuclear power plant designs. (The estimated point estimate of the MRI of an
event, in years, is the inverse of the point estimate of the probability of exceedance of that event in
any one year; point estimates are estimates that do not account for the existence of knowledge
uncertainties.) Not accounting for uncertainties can result in seriously flawed risk estimates. Point
estimates of a failure probability should be accompanied by estimates of the distribution of that
probability, of which the point estimate is the mean. A percentage point of that distribution should be
added to the point estimate to ensure, with adequate confidence, that the performance requirement is
satisfied. (We will see that in some important cases this is not done.) The distribution itself depends
upon the uncertainties in the individual factors involved in the estimation of risk. In wind engineering
these factors include, among others, relevant micrometeorological parameters, aerodynamic
coefficients, directional wind speeds, and parameters of the dynamic response.

The definition of acceptable measures of probabilities of failure and their specification are in
principle not a structural engineering issue, but rather one involving economic and societal
considerations. Nevertheless, structural engineering has much to contribute in this regard, through
point estimates of failure probabilities inherent in existing structures, and estimates of corresponding
uncertainties, which can provide some guidance to decision makers. Performing estimates of
uncertainties is not a simple exercise. First, uncertainties can be so large that inferences on risks
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inherent in existing structures may not be helpful in practice. Second, even if this problem did not
exist, it is likely that the structures for which estimates would be made would not be mutually
risk-consistent, meaning that the inferences made from their analysis would depend upon the type of
structure being analyzed.

The purpose of this paper is to survey risk-related issues pertaining to the performance of structures
in wind and to the estimation of wind-induced losses. The paper is organized as follows. Section 2
discusses the main elements of typical performance criteria, specification of risk being one of those
elements. Section 3 considers attributes, limit states, and acceptable risks defining a number of
performance criteria for structures under wind loads. Section 4 discusses wind speed estimation and
directionality effects, and points out the distinction between MRIs of wind speeds specified in
standards and codes and MRISs of the response to wind. Section 5 considers performance criteria on
wind-induced incipient collapse, reviews methods allowing the estimation of mean recurrence
interval of incipient collapse for rigid structures, comments on the usefulness of these models for
assessing risks inherent in various structures designed by Strength Design criteria, notes the need for
similar methods for flexible structures, and discusses nominal vs. effective risk-consistency in design.
Section 6 discusses the distinction between nominal risks— risks of exceeding limit states defined by
allowable stresses or the attainment of yield stresses, — and effective risks — risks of attaining limit
states that are undesirable from a safety point of view (e.g., incipient collapse). Section 7 reviews
recent work on risks in multi-hazard situations. Section 8 is devoted to wind-induced losses, and
notes that large differences among estimates of such losses by various analysts are due to significant
uncertainties in the estimation of extreme wind speeds, aerodynamic effects, and the ultimate
capacities of structural and architectural engineering components, connections, and assemblies.
Section 9 summarizes conclusions of this work.

2. CONSTITUTIVE ELEMENTS OF TYPICAL PERFORMANCE CRITERIA

A performance criterion pertaining to a specific function of a building or structure must contain the
following elements:

1 The definition of a physical, measurable attribute of the behavior of the structure or its site.

2 A functionally meaningful, quantitative specification of that attribute, that is, a limit state.

3 Estimates of the risk induced in the structure by the hazard(s) to which the structure is exposed,
that is, of the MRI of any specified state associated with the attribute of concern. To be useful,
risk estimates must be accompanied by estimates of uncertainties associated with them.

4 A specification of the MRI of the limit state that is acceptable from the point of view of the
structure’s functionality.

The following is an example of performance requirement: Peak accelerations at the top floors of a
building should not exceed 15 mg (0.15 m/s”) (g denotes the acceleration of gravity) more than, on
average, once in 10 years. In this example the measurable attribute is the acceleration, and the limit
state is an acceleration of 15 mg. The limit state is functionally meaningful in the sense that occupants
subjected to the effects of states more severe than the limit state would be susceptible to debilitating
discomfort, and has been established by ergonomic research performed in the 1970s on the relation
between building motion and occupant discomfort. Estimates of risks of exceeding those thresholds
can be obtained by performing analyses based on aerodynamic tests, directional wind climatological
data, models of directional dynamic response and its interfacing with directional wind speeds, and
statistical models of stochastic response to wind. Research into levels of tolerance of limit states by
building occupants has tentatively established that 10 years is an acceptable MRIs of the 0.15 mg
limit state. Building owners have a strong interest in performance requirements with respect to
acceleration being satisfied, lest buildings become unattractive to potential buyers or renters.
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3. PERFORMANCE CRITERIA: EXAMPLES OF ATTRIBUTES, LIMIT STATES, AND
ACCEPTABLE RISKS UNDER WIND LOADS

Criteria designed to assure acceptable functionality are developed and enforced so that costs
associated with unserviceable and/or unsafe structures be reduced or eliminated. In this section we
briefly describe elements of some performance criteria relevant to safety and serviceability, and in
particular the respective acceptable risks.

Serviceability is defined by the non-occurrence of, among others,

1. Pedestrian discomfort due to winds at the ground level near or within the building (e.g., in
passageways). The relevant attributes are wind speeds in pedestrian areas, as amplified by the
surrounding built environment. Tentative performance criteria are listed, e.g., in (Penwarden and
Wise, 1975), in which it is suggested that complaints about wind conditions are not likely to arise if,
in pedestrian areas, winds with mean speeds > 5 m/s are estimated to occur less than 10 % of the
time. Complaints might arise if such speeds are estimated to occur between 10 % and 20 % of the
time. Estimated frequencies higher than 20 % correspond broadly to situations where in existing
shopping centers remedial action of various types had to be taken to reduce wind speeds. Methods for
estimating the frequency of exceedance of various wind speeds at a site are reviewed in (Penwarden
and Wise, 1975; Simiu and Scanlan, 1996). Failure to satisfy such performance criteria has entailed
business losses and even serious accidents.

2. Occupant discomfort due to wind-induced tall building motions. The relevant attribute is a
measure of the building acceleration at the top floors (e.g., peaks, or r.m.s.). See the example in
Section 2 and Simiu and Scanlan (1996). An additional attribute may pertain to relative motions with
respect to surrounding buildings, which can be particularly disturbing when torsion is significant.

3. Loss of integrity of cladding and partitions in tall buildings experiencing drift. A relevant
attribute is the peak inter-story drift. Tentative criteria require that it not exceed, say, 1/300 to 1/600
of the story height or an absolute limit of, say, 10 mm, whichever is smaller, on average more than
once in 20 years. In general the criteria depend upon type of construction, and are controlled by
architectural engineering considerations on the one hand, and cost considerations — including cost of
insurance -- on the other. Note that the 20-yr MRI requirement implies high probabilities of
exceedance of the maximum acceptable drift, that is, about 2/3 in a 20-yr period, and 9/10 in a 50-yr
period.

4. Loss of integrity of openings, roofing, and secondary members (Fig. 1) due to high local wind

Figure 1. Damage to community center building, Gulfport, Mississippi, following Hurricane Katrina
(2005). Photograph by L. T. Phan.
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pressures. The relevant attributes are the strength of glass, doors and roofing, the use or otherwise of
protective devices (shutters) for openings, the ability of roofing systems to prevent water penetration,
and the strength of secondary members and their connections. Damage to openings can be prevented
through the use of specially designed temporary protective panels installed prior to the passage of a
hurricane.

5. Loss of integrity of cladding/openings exposed to wind-borne missiles. Relevant attributes are
position with respect to sources of wind-borne missiles, and whether protective devices are provided
on openings prior to a storm.

Safety is defined by the non-occurrence of:

6. Structural collapse. Decades of vigorous research into nonlinear behavior under seismic loads
have led to the development of criteria requiring that structures be designed so that the maximum
considered earthquake (MCE) induces a state short of structural collapse (American Society of Civil
Engineers, 2006). This assures that collapse due to the MCE, with the consequent loss of life, does not
occur. The nominal MRI of that state is 2,500 years (or, equivalently, its probability of exceedance is
2 % in 50 years). No comparable research has been performed to date for structures under wind loads.
For this reason safety margins with respect to a state short of structural collapse under wind loads are
typically those implicit in either Allowable Stress Design (ASD) or Strength Design (SD).

7. Excessive deformations. It is conceivable that under the action of powerful winds the structure
could experience nonlinear deformations so large as to necessitate extensive structural repairs. What
those deformations and their probabilities of exceedance should be might be determined in the future
with a view to developing appropriate performance criteria.

8. Loss of integrity of roof-to-wall and wall-to-foundation connections in low-rise buildings such
as, e.g., single-family homes. The relevant attributes are the ultimate strength of the connections and
their deformations under wind loads. Nominal MRIs typically exceed those of wind speeds associated
with SD.

9. Loss of integrity of openings, roofing, and secondary members. Items 4 and 5 above are also of
concern from a safety viewpoint insofar as such loss of integrity can result in large increases in
internal pressures that can lead to roof collapse and other significant structural damage. Nominal
MRIs are typically the same as for item 8 above.

10. Loss of integrity of structural components, connections, and assemblies in nuclear power plants
exposed to hurricane or tornado winds and wind-borne missiles. The relevant attributes are the
strength of the elements in relation to wind-induced pressures and to specified types of missiles and
their speeds, and the location of the targets with respect to sources of wind-borne missiles. In the U.S.
risks being considered in design are typically of the order of 10°/yr or 10”/year.

4. WIND SPEED AND DIRECTIONAL EFFECTS ESTIMATION. MRIs OF WIND SPEEDS
VS. MRIs OF WIND-INDUCED RESPONSE

4.1. Estimation of Extreme Wind Speeds

Wind speed estimation is an art that has not yet been fully mastered. Debates concerning the
estimation of extremes continue to revolve around the following questions:

1. Is it legitimate to assume that inferences on wind speeds of interest in studies of collapse can be
made from 20- to 100-yr data sets? This question pertains not only to, e.g., synoptic or thunderstorm
winds, for which the data consist of strong wind speeds, but also to hurricane wind speeds, for which
the data consist of climatological features of hurricanes (pressure defect, radius of maximum wind
speeds, and so forth). One answer to this question is provided by estimates of the sampling errors in
the estimation of extreme wind speeds (see Simiu and Miyata, p. 37), for the Gumbel distribution;
similar expressions are available or can be derived for reverse Weibull distributions). Measures of the
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uncertainty in the estimation of the wind speeds must be included in the uncertainty estimate for the
wind effect being considered, see, e.g. (Minciarelli, 2001; Simiu et al., 2008).

2. How strong is strong, i.e., how low are the wind speeds that may be included in meaningful data
sets used to make inferences on extremes? This question concerns two main applications. The first
application is the use of peak-over-threshold methods (Scanlan and Miyata, p. 29; Harris, 2006;
Simiu, 2007). If the threshold is too low, that is, if among the wind speeds included in the sample are
speeds that are meteorologically unrepresentative of extreme wind speeds, the estimates will be
biased. If only very high wind speeds are included in the sample, then the estimates will be imprecise.
The correct estimates are selected literally by eye from a set of estimates performed for various values
of the threshold. The second application is the use of low wind speeds in epochal sets or in the
out-crossing approach to the estimation of wind directionality effects (Simiu and Miyata, pp. 29 and
142). In general the estimates, based as they are on winds unrepresentative of extremes, may be
expected to be biased unconservatively, especially for long MRIs of the wind effects; see also
(Isyumov et al., 2003).

3. Is it legitimate to assume that extreme wind speeds can be inferred from extreme value
distributions other than the Gumbel distribution? This question is dealt with in some detail in (Harris,
2006). One argument against the use of reverse Weibull distributions is that they are valid only in an
asymptotic sense, and would need to be based on very large sets of data to be appropriate; hence the
Gumbel distribution should be used instead. In fact, exactly the same argument concerning
asymptotic validity would be applicable to Gumbel distributions; there is no reason to single out other
extreme value distributions from the point of view of asymptotic behavior. Reverse Weibull
distributions are used in the Australia/New Zealand Standard (2002).

4. How should — and how should not — data from distinct stations be combined into
“superstations?” The extreme wind estimates for non-hurricane regions adopted by the ASCE 7
Standard based on “superstations.” In our opinion, those “superstations” lack any defensible
meterological, climatological, and statistical rationale [11], and their adoption is an example of
inadequate oversight on the part of standards committees. Spatial statistics is a mature field, and its
results and methods could in the future be applied to the development of improved wind maps [12].

5. How should extreme wind speeds be estimated in regions in which the wind hazard is associated
with more than one type of wind, e.g., synoptic winds and thunderstorm winds, or hurricane and
non-hurricane winds? The equation governing the estimation of extreme wind speeds, V) and 7>,
associated with two types of storm, is

Prob(V, <vand ¥, <v)=Prob (V; <v) Prob (V2 <) (1)

For a recent application of this approach to a region with both thunderstorm and non-thunderstorm
strong winds see Lombardo et al. (2009). The same equation can be applied to hurricane-prone
regions for the purpose of estimating wind speeds of interest in design for serviceability.

4.2 Wind directionality effects

To clarify the role of wind directionality we consider directional wind speeds in three successive
wind storms for which we assume that winds blow from just two directions. Let the wind speed time
series v;; (in m/s) consist of three storm events (i=1, 2, 3) with two wind directions (=1, 2):

Event 1: 54 (dir. 1), 47 (dir. 2),

Event 2: 41 (dir. 1), 46 (dir. 2),

Event 3: 47 (dir. 1), 39 (dir. 2).
This set of data describes the wind speeds themselves as well as their dependence on direction. The
description of the wind speeds in the three storm events that considers only the maximum wind speed
in each event is the following:

Event 1: 54

Event 2: 46
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Event 3: 47.
Clearly, this description contains less information. This loss of information comes at a price. To see
why, consider the case where the aerodynamic coefficients C,; for the two directions are
0.8 (dir. 1), 1.0 (dir. 2)
The corresponding nominal wind effects are assumed to be, to within a constant dimensional factor,
equal to the quantities C, J»v,-jz. For the three events, the quantities [Cp{,«vijz]”2 are
equal to the squares of the quantities [C,,;v;7]">. For the three events, these quantities are
Event 1: 48 (dir. 1), 47 (dir. 2),
Event 2: 37 (dir. 1), 46 (dir. 2),
Event 3: 42 (dir. 1), 39 (dir. 2),
(e.g., for event 1, dir. 1, [0.8 x 547]"%=48).
Since for each storm event it is the largest nominal wind effect that matters, for design purposes we
extract from those quantities the following time series (in m/s):
Event 1: 48
Event 2: 46
Event 3: 42
Assuming further that the rate of occurrence of the storm events is 1/yr, it follows from the above
calculations that the largest and second largest of these quantities are, respectively, 48 and 46 m/s.
The wind effects are proportional to the squares of these quantities, that is, to
2304 and 2116 (m/s)*
respectively. If the calculations were performed without accounting for the directionality of the wind
speeds, and the largest pressure coefficient (i.e., C,=1) were used for all directions, then the largest
and the second largest of the quantities [max,(C,)max;(v;)*] would be 54’and 477, that is,
2916 and 2209 (m/s)".
A 0.85 directionality reduction factor has been adopted in ASCE 7 to account summarily for
directionality effects on rigid buildings. However, estimates of extreme wind effects based on that
blanket factor, rather than accounting explicitly for wind directionality, can be in error either on the
conservative or unconservative side. Multiplication of the 2916 (m/s)2 and 2209 (m/s)2 wind effects
by 0.85 would yield largest and second largest wind effects of
2480 and 1878 (m/s)?,
rather than 2304 and 2116 (m/s)Z, as obtained by using a physically realistic model. Note that the
largest of the wind effects estimated by disregarding wind directionality and using the blanket
directionality reduction factor (i.e., 2480 (m/s)z) is conservative with respect to the largest
physics-based estimate of the wind effect (i.e., 2304 (m/s)z). However, if the second largest wind
effect were of interest, the difference between the result based on the use of the directionality factor
(1878 (m/s)?) and the physics-based result (2116 (m/s)*) would be -11 %, that is, in this instance the
directionality factor approach used in ASCE 7 yields an unconservative estimate).

It is commonly assumed that the MRI of the wind effect associated in ASCE 7 with non-directional
wind speeds is the same as the nominal MRI of those speeds. This assumption is in general not
correct. For example, in our illustration it would be assumed that the ranking of the wind effect
induced by the 47 m/s non-directional speed associated with storm event 3 is two. In fact, if
directional effects are taken into account, the ranking of the wind effect induced by storm event 3 is
three.

The approach just described is applicable to any wind effects, including pressures, dynamic
response, and sums of demand-to-capacity ratios used in axial force-bending moments interaction
equations. The approach amounts to converting a multi-dimensional time series consisting of the
effects of m storms in p directions into a one-dimensional time series consisting of the largest effects
induced by the m storms, regardless of their direction. To use terminology introduced in structural
reliability, we do not operate in the space of wind speed variables, but rather in the space of wind
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effect variables. This approach to the point estimate of the MRI of the wind effects of interest is
non-parametric. Figure 2 represents a wind speed and direction dependent response surface for the
demand-to-capacity index of a member of tall building analyzed in [14]. Once such a response
surface is developed, a one-dimensional time series of that index can be constructed from the matrix
of directional wind speeds simulated for a large number of storm events. The value of that index for
any MRI can be obtained immediately from that time series and the mean rate of occurrence of the
storm events.

Figure 2. Response surface representing a member’s demand-to-capacity index b;; as
a function of wind speed WS and direction WD (Spence, 2009).

5. INCIPIENT COLLAPSE

In attempting to define a limit state associated with structural collapse we propose to follow the
philosophy inherent in the ASCE 7 Standard provisions for seismic design, as indicated in item 6 of
Section 3. We therefore suggest that a relevant limit state is one that is relatively close to but not
entailing collapse properly so called, that is, a state of incipient collapse. Incipient collapse is
associated with the onset of non-convergence due to large deformations calculated by nonlinear finite
element analyses with implicit solution schemes. (When a structure is near collapse, the computation
of'its state of stresses, strains, displacements and rotations is highly nonlinear and prone to divergence
in implicit schemes. The usual ways of making progress in the computation at that stage involve
reducing the time step (or load increment), removing elements that are no longer able to carry
additional loads due to buckling, yielding or other reasons, and using so-called arc length (or Rik's)
iterative scheme. These methods are computationally intensive and require frequent user
interventions, but they typically do not produce much gain in terms of adding to the time required for
full collapse to occur. For these reasons, the concept of incipient collapse was introduced to allow an
end to the analysis. In this case, the numerical scheme fails to converge, the analyst has made
reasonable efforts to move forward, and engineering judgment indicates that hinges and collapse
mechanisms have begun to form, or removal of "hot members" leads to rapid propagation of high
levels of distortion to other members.)

We further suggest that the acceptable MRI of the wind-induced incipient collapse event is 2,500
years. Longer MRIs might be appropriate for hospitals, buildings containing expensive equipment,
and so forth. Whether our suggestion is acceptable or not should be determined by professional
consensus. It can be argued that life safety considerations may not be applicable to wind events, for
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which -- unlike for earthquakes -- there may be sufficient lead time for evacuation. However, even if
this were true for all storms, it would be desirable that structures have residual integrity if hit by what,
to adapt a term used in seismic design practice, we will call the maximum considered windstorm, that
is, the windstorm that induces the limit state with a 2,500-yr MRI we just defined.

Is the 2,500-yr MRI criterion satisfied by structures designed in accordance with SD provisions?
The answer depends on type of structure. For some structures the post-linear strength reserves may be
small; i.e., winds with 1,000-yr point estimates of the MRI, say, may be able to produce incipient
collapse (a point estimate is an estimate that assumes knowledge uncertainties are negligible). Such
structures would be regarded as unsafe even though they satisfy the ASD or SD criteria. For
structures specially designed so that their post-linear strength reserves are large the estimated MRI of
incipient collapse can be as high as 100,000 years (Duthinh et al., 2008). In other words, nominal
risk-consistency consisting of conformity of member design with SD criteria -- the conceptual
linchpin of the ASCE 7 Standard, -- does not achieve effective risk-consistency, that is, consistency in
terms of failure probabilities as defined in this paper. Effective risk-consistency can be achieved by
implementing our proposed criterion, or alternative criteria accepted by professional consensus,
either through ad-hoc nonlinear analyses or through simplified procedures, which remain to be
developed, based on extensive nonlinear studies similar to those performed in recent decades for the
development of seismic design criteria. Such procedures could help designers consider the
possibility of saving materials for structures whose MRIs of incipient collapse are more than one
order of magnitude larger than 2,500 years.

5.1 Incipient collapse of rigid structures

We now briefly review recent results obtained by using finite element analyses on rigid structures
designed by ASD (Jang et al., 2001; Duthinh et Al. 2008). If wind directionality is explicitly taken
into account [14], the point estimate of the MRI of incipient collapse is obtained by performing
analyses, similar to pushover analyses, based on directional wind pressure coefficients available in
aerodynamic databases. The methodology developed for this purpose is as follows.

1. For each wind direction j, obtain the critical wind speed ¥ that, given the pressure coefficients
for that direction, will cause the frame to experience incipient collapse. For the m directions for which
wind speeds are available in the wind speed database, m wind speeds V;(j=1, 2,..., m) — one for each
wind direction -- will cause incipient failure. This set of m wind speeds is a property of the structure.

2. Consider the m directional wind speeds v; (i=1, 2, ..., n;j=1, 2,..., m) in each of a large number
of storms # for the location of interest (see, e.g., www.nist.gov/wind, Section I, Data Sets, Item 5).
Replace each directional wind speed v;; by a “0” if that wind speed is smaller than critical wind speed
V;and by a “1” if it is equal to or greater than V. Create a one-dimensional time series consisting, for
each storm i, of a “0” if in that storm v; <V forallj (j=1, 2, ..., m), and of a “1” if v;> I} for at least
one direction j. To fix the ideas assume n=9, and that the one-dimensional time series is

(0,0,1,0,0,1,0,0, 0).

Further, assume that the mean arrival rates of the storms is #=0.5/yr. The MRI of the incipient failure
event is

MRI=1/{1 — exp[-u(g/(n+1))]}=1/{1-exp[-0.5(2/(9+1))]}=9.5 years,

where g=2 is the number of storms, out of the total of 9 storms, that produce incipient failure (Simiu
and Myata, pp. 34-35). A simpler, more approximate expression, which does not account for the
possibility that more than one strong storm can occur in any one year, is

MRI=[(n+1)/¢]/0.5=10 years.
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This methodology requires the availability of directional wind speed data for a large number of
storms. Typically, data are available for only a relatively small number of storms. To obtain data for
the larger number of storms that are required for estimates of the MRI of incipient collapse it is
necessary to augment the available wind speeds database. A procedure for doing so, and the attendant
software, were developed by Grigoriu (2009) and are available on www.nist.gov/wind.

The estimate of the MRI of incipient collapse just discussed is a point estimate, i.e., it does not
account for the effect of the uncertainties in the various component factors of the wind loading and
response. In particular, the material properties are assumed to be deterministic. This is convenient,
because redundant systems are analogous to parallel systems (as opposed to systems in series), and
can involve multiple failure paths, depending upon correlations of members and connection
strengths, which are typically unknown. Should only uncertainties associated with the loading be
involved, the design load would correspond to a percentage point (e.g., to the 90" percentile) of the
probability distribution of the wind effect of interest. Determining such a distribution would require a
large number of nonlinear analyses, which we believe would be impractical in the present state of the
art. We will discuss subsequently how the distribution of the wind effect can be determined in the
simpler case where only linear analyses are required.

The analysis of a typical industrial building portal frame reported in (Duthinh et al., 2008) resulted
in a very long MRI of incipient collapse (about 100,000 years) for a structure that had two unusual
features: a triangular stiffener at each column support, and a diagonal member abutting on a
horizontal and a vertical stiffener at the haunches (Fig. 3). In the absence of these features the MRI of
incipient collapse was one to two orders of magnitude lower, even though the ASD criteria were
equally satisfied in both cases. Nonlinear analyses can provide a measure of the actual safety benefit
of the additional expense entailed by the provision of features like those of Fig. 3. We do not advocate
performing nonlinear analyses routinely, at least not in the present state of the art, in which such
analyses remain onerous. However, fundamental studies comparable to studies performed for seismic
designs would improve the code writers’ ability to produce more differentiated and effective design
criteria.

(@) (b)

Figure 3: (a) Triangular stiffener at column support; (b) left haunch, von Mises
stresses in psi (1 psi= 0.006895 MPa) (Duthinh et al., 2008).

5.2. Incipient collapse of flexible structures

No nonlinear analyses have to our knowledge been performed for dynamically sensitive structures
under wind loads. We believe that such analyses, aimed at estimating MRIs of incipient collapse or of
specified nonlinear deformations, should be conducted by using methods similar to those applied for
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nonlinear seismic analyses, in which stiffness matrices are updated as calculations march in time.
These methods would yield only approximate results because, among other reasons, the dependence
of damping on deflections is not well understood. The experience of earthquake engineering
researchers could be useful in this respect.

The design of flexible structures is commonly governed by inter-story drift criteria. When this is
the case, member sizes are larger than required to satisfy SD criteria, hence the MRI of incipient
collapse would be larger than would be the case in the absence of serviceability constraints. The
extent to which this is the case can be reduced through the provision of tuned mass dampers or other
means of controlling deformations due to fluctuating wind loads.

5.3. Aeroelastic effects due to wind speeds with very long MRIs

It is necessary for safety reasons to consider aeroelastic effects on tall, slender buildings under winds
with MRIs longer than, say, 750 years (the MRI associated with SD criteria). Vortex-induced
oscillations typically occur at relatively low speeds and do not increase monotonically with wind
speed. However, winds with long MRIs can produce destructive aeroelastic response, in particular
galloping, that increases monotonically with wind speed (Kawai, 1992; see also Dowell, 2004).

6. NOMINAL VS. EFFECTIVE RISK-CONSISTENCY. “MAGIC NUMBERS” AND TALL
BUILDING DESIGN

It was noted earlier that the amount of research performed so far on MRIs of nonlinear states is very
limited. The goal of such research is not to develop tools for use in everyday design, but rather to
create a body of knowledge allowing code writers to develop rational guidelines and specifications
tailored to various structural types, on the model of what has been achieved by earthquake
engineering research. For the time being, except for special cases, the designer must use whatever
approaches are at his disposal to achieve structures that (a) achieve nominal risk consistency and (b)
entail reduced risks. Here we refer to nominal risk consistency as consistency with respect to the
probability of individual members just attaining first yield, and differentiate it from effective risk
consistency, that is, risk consistency in terms of relevant nonlinear limit states as defined earlier.

Risk analysis and engineering judgment -- provided that they are sound -- can be used to good
effect to compare the quality of various designs from the point of view of risk even where nominal
risk consistency is involved. Such relative assessment of various designs is in fact still a tenet of
practical structural reliability.

Figure 3, which we considered earlier, shows details of a portal frame for which column supports
and frame hunches are reinforced through judicious detailing. This structure will perform better from
a safety point of view than its unreinforced counterpart, even though from an ASD or SD point of
view both structures can be designed structures to satisfy current standard requirements.

We now consider the issue of tall, flexible building design. ASD requires that allowable stresses
not be exceeded in structural members for wind effects with a typically 50-yr MRI. SD requires,
basically, that linear stresses not be exceeded in structural members for wind effects with a 50-yr
MRI, amplified via multiplication by a wind load factor that accounts for uncertainties in the wind
loading. Analyses by Ellingwood et al. (1979) have established that, for rigid buildings in regions
with no hurricanes, a wind load factor of approximately 1.5 should be applied to the 50-yr wind effect
to calculate the SD wind load under which stresses in structural members remain linear. Fundamental
to that analysis is the dependence of the wind load factor on uncertainties in the various factors that
determine the wind effect: wind speed, aerodynamic coefficients, peak value of the response, terrain
roughness. According to simplified analyses included in the Commentary to the ASCE Standard, for
rigid structures in regions with no hurricanes, multiplication of the 50-yr wind effect by 1.5 yields a
wind effect with a 500-yr MRI. However, for reasons that are not clear ASCE 7 eventually adopted a
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wind load factor of 1.6, and from those simplified analyses it follows that multiplication of the
50-year effect by 1.6 yields a wind effect with a 720-yr MRI.

Although ASCE 7 specifications do not apply to buildings that can experience vortex shedding
effects, the criteria adopted in ASCE 7 for rigid buildings have been adopted, in our opinion
uncritically, for tall, flexible building design as well. Indeed, some wind engineering laboratories
assume that SD should be based on wind effects with a 720-yr MRI.

In fact, the 720-yr MRI has no universal validity. It is merely a reflection of a set of uncertainties
estimated for rigid buildings in non-hurricane regions. If those uncertainties change, the wind loading
factor must also change, and so must the MRI of the wind effect producing the SD stresses. The
reasons why the overall uncertainty of the wind effect is larger for flexible than for rigid buildings are
that, for flexible buildings, (a) dynamic parameter uncertainties, which are irrelevant for rigid
buildings, can be significant, and (b) uncertainties in the velocities are more significant than for rigid
structures because wind effects for flexible buildings are proportional to wind speeds raised to powers
larger than two. Assume the deliberately overdone example of a set of uncertainties so large that the
corresponding wind load factor is 10. Clearly, using a 1.6 wind load factor or a 720-yr MRI of the
wind effect will not be sufficient to ensure the safety of a structure for which the wind effects are so
much more uncertain than they are for a typical rigid structure. It is clear that designing tall, flexible
structures so that the SD criteria are satisfied for 720-yr wind effects can render those structures less
safe than common one-story rigid buildings. To conclude, effective risk consistency would be
improved, if not fully achieved, if wind effects considered in conjunction with SD criteria for the
design of flexible buildings were commensurate with the uncertainties appropriate for flexible
buildings, rather than being based on “magic numbers” (e.g., 720-yr MRIs) assumed to have
universal validity when in fact they do not [6]. This example illustrates the need for sound risk
analysis even if only linear effects — and nominal risk consistency — are considered.

7. MULTI-HAZARD DESIGN: RISKS IN REGIONS WITH STRONG WIND AND SEISMIC
LOADS

In accordance with the ASCE Standard 7-05, in regions subjected to wind and earthquakes, structures
are designed for loads induced by wind and, separately, by earthquakes, and the final design is based
on the more demanding of these two loading conditions. Implicit in this approach is the belief that the
Standard assures risks of exceedance of the specified limit states that are essentially identical to the
risks inherent in the provisions for regions where only wind or earthquakes occur. We draw the
attention of designers, code writers, and insurers to the fact that this belief is, in general, unwarranted,
and that ASCE 7 provisions are not risk-consistent, i.e., for regions with significant wind and seismic
hazards, risks of exceedance of limit states can be up to twice as high as those for regions where one
hazard dominates. This conclusion is valid even if the limit states due to wind and earthquake are
defined differently, as is the case in ASCE 7. We propose an approach to modifying ASCE 7
provisions which guarantees that risks implicit in its minimum requirements for regions where one
hazard dominates are not exceeded for structures in regions with strong wind and seismic hazards.
We now show that implicit in ASCE 7 provisions are risks of exceedance of limit states due to two
distinct hazards that can be greater by a factor of up to two than risks for structures exposed to only
one hazard. An intuitive illustration of this statement follows. Assume that a motorcycle racer applies
for insurance against personal injuries. The insurance company will calculate an insurance premium
commensurate with the risk that the racer will be hurt in a motorcycle accident. Assume now that the
motorcycle racer is also a high-wire artist. In this case the insurance rate would increase as the risk of
injury, within a specified period of time, in either a motorcycle or a high-wire accident will be larger
than the risk due to only one of those two types of accident. This is true even though the nature of the
injuries sustained in a motorcycle accident and in a high-wire accident may differ. Formally,
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P(s; Usy)=P(s))+ P(s,) 2)

where P(s) is the annual probability of event s; (injury in motorcycle accident), P(s2) the annual
probability of event s, (injury in high-wire accident), and P(s; Us,) is the annual probability of
injury due to a motorcycle or high-wire accident. (Note: s, and s, are mutually exclusive events.)

Equation 2 similarly holds for a structure for which P(s;) is the probability of the event s, that the
wind loads are larger than those required to attain a limit state associated with design for wind, and
P(s,) is the probability of the event s, that the earthquake loads are larger than those required to attain
the same limit state associated with design for earthquakes. (Note that, as in the earlier example, it is
assumed that s; and s, cannot occur at the same time.) P(s; U s, ) is the probability of the event that, in
any one year, s; or s, occurs. It follows from Eq. 2 that P(s; U s,)> P(s1), and P(s; U s,)> P(s2), 1.e.,
the risk that a limit state will be exceeded is increased in a multi-hazard situation with respect to the
case of only one significant hazard. If P(s|) = P(s,) the increase is twofold [62]. Note that s; and s can
differ, as they typically do under ASCE 7 design provisions. In spite of such differences, it is the case
that, both for earthquakes and wind, inelastic behavior is allowed to occur during the structure’s
lifetime. For seismic loading, only the MRI of the maximum considered earthquake is specified; the
MRI of the onset of post-elastic behavior is unknown. For wind loading, the MRI of the onset of
nonlinear behavior is specified; however, nonlinear behavior is also possible and allowed to occur
during the structure’s life. A useful way to make “apples and apples” comparisons is to estimate the
MRI of the event ¥ that incipient collapse will occur under wind loads and the MRI of the event E
that it will occur under seismic loads. For example, if those MRIs are comparable, the MRI of the
event that either W or E will occur will be approximately half the MRI of the event W, and
approximately half the MRI of event E. Therefore, risks of failure inherent in the load combinations
specified in ASCE 7 can be up to twice as for some structures in regions exposed to both strong winds
and strong earthquakes than for their counterparts where only one of these hazards is strong. That is,
for the former, the minimum requirements with respect to the requisite safety level are violated by
current ASCE 7 provisions. One example of a structure that, depending on geographical location,
may belong to this category is the supporting structure of a water tower depicted in Figure 4. Tall
buildings supported by columns at the lower floors are another example.

Figure 4: Schematic of water tower.
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8. WIND-INDUCED LOSS ESTIMATION

In earlier sections we noted that the estimation of wind-induced risk is in practice difficult primarily
because it involves estimates of the nonlinear behavior of the structure and its components. For
almost two centuries structural and architectural engineers have been avoiding this difficulty by
considering predominantly behavior within the linear range. That this strategy has, by and large, been
successful explains why design practice for structures subjected to wind loads is dominated by linear
methods to this day and why, in spite of significant advantages that would accrue from knowledge of
wind-induced nonlinear behavior, modern research into such behavior is still in its infancy.

Wind-induced damage — the cause of huge losses, especially in hurricane-prone regions, -- is
associated with nonlinear behavior, and the estimation of such damage cannot be performed by
considering behavior in the linear domain. While structural designers have, at least in principle, a
choice between linear and nonlinear methods for performing their task, loss estimators don’t. This —
in addition to uncertainties concerning wind climatology, micrometeorological wind flow features,
construction features, exposure (types and numbers of structures with the potential of being harmed),
and accuracy and completeness of claim data, -- is one reason why the estimation of wind-induced
losses is still far from being an exact science. Estimates by various loss models can differ from each
other significantly, perhaps by factors as high as three or four, although the exact extent to which this
is the case is not known owing to the proprietary nature of those models.

The analytic development of vulnerability curves (plots of percentage losses versus wind speeds)
or of fragility curves (plots of conditional probabilities of exceeding a limit state versus wind speeds)
remains a difficult challenge. Recently developed facilities for testing full-scale buildings of small
size or large-scale models of larger buildings (Huang et al., 2009), used in conjunction with
conventional structural testing laboratories, offer the prospect of allowing such curves to be
developed for a variety of components, including components whose damage allows rain penetration,
a large source of losses in strong winds. However, so far an appreciable amount of guesswork or use
of improvised models is still needed to make up for physical information that is not available.

The Florida Public Hurricane Loss Projection Model (FPHLPM, 2005) was developed to help
establish reasonable insurance rates consistent with the best possible loss estimates. To our
knowledge it is the only publicly documented loss model in existence. FPHLPM and [21] contain
numerous references and materials providing a useful perspective of the current state of the art.

9. CONCLUSIONS

The perspectives on risk offered in this paper are in large part related to the need to achieve, by both
analytical and experimental means, long overdue advances in the state of the art on non-linear
behavior under wind loads. Such advances would allow the development of performance
specifications and improvements in design technologies resulting in higher safety levels than those
inherent in ASCE 7 Standard or comparable criteria. This goal would be attained by identifying
structures which, although meeting such criteria, are found by analysis or experiment to have low
post-elastic strength reserves. By helping to achieve effective risk-consistency with respect to limit
states of interest in the context of performance specifications, design methods based, like their
earthquake engineering counterparts, on research into nonlinear behavior can contribute to designing
structures that are not only safer but, through intervention where the structures exhibit weaknesses or
are overdesigned, possibly more economical as well as consuming less embodied energy. Finally,
analytical and experimental research into behavior up to failure is indispensable for advancing the
state of the art in wind-induced loss prediction and prevention.

A second fundamental theme in this paper is the imperative to develop design criteria by carefully
accounting for uncertainties. From our discussion of current tall building design practice we
concluded that disregarding this imperative can lead to risks that are higher for tall, dynamically



KEYNOTE LECTURES K 43

active structures than for ordinary rigid buildings. We also showed that, according to simple
multi-hazard engineering considerations, risks can be higher for some structures in regions subjected
to strong wind and seismic hazards than the risks implicit in ASCE design criteria.

Risks in structural engineering, involving as they do potential loss of life and the economic
well-being of entire regions or countries, concern not only individuals but also society at large.
Structural engineers, and especially standard writers, should collaborate with economists and social
scientists in developing appropriate risk criteria for structures subjected to wind loads. Safety issues
in wind and seismic engineering differ in many respects, and strict parallels between criteria on risks
for these two disciplines should be avoided. Nevertheless, wind engineering has much to learn from
developments on risk in seismic engineering, in which, for reasons unrelated to volume of economic
losses, structural research efforts have been far more vigorous. We have much work ahead of us.
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1. INTRODUCTION

Wind effects are often responsible for severe vibration of structures but on the other hand they also
may cause music. Resounding thin wires in the natural wind are well known examples. Aeolian harps
(see Fig. 1) have been used for thousands of years. In such a harp one or more prestressed wires are
excited due to vortex excitation by the streaming air, the sound is amplified by a resonance body.

Figure 1: Aeolian harp

The equation of the vortex frequency is well known to wind engineers:
f=o.2§ [Hz] (1)

with v as wind speed in [m/s] and d as diameter of the string in [m]. A wind speed of 5m/s causes a
tone of 1000Hz with a 1-mm thick string. If the string is tuned to this frequency, a mysterious, me-
lancholic and vague sound is produced.

Two types of sound generation mechanisms occur: first the direct vortex-induced sound and in
addition the higher harmonics, the so called overtones of the string itself. Depending on the wind
speed, the pitch often changes. This basic excitation effect is also well known in wind engineering: It
generates music or structural vibrations, which could be interpreted as music at inaudible frequencies.

In this paper the tone or sound generating mechanisms of wind instruments are discussed and
compared with wind excitation processes in wind engineering. Because many of the sound generating
mechanisms show a feedback with the instrument itself (just as structural wind excitations often do)
some basics of wave propagation and dynamics of musical instruments are discussed first. Con-
cerning the wind engineering field, latest research results of my wind engineering group at the at the
Institute for Steel Structures at the Technische Universitit Braunschweig, Germany are briefly pre-
sented.

2. 'WAVES AND VIBRATIONS

A wave is a disturbance that propagates through space and time, usually combined with a transfer of
energy, which is not associated with a motion of the medium. It oscillates somewhat around its me-
dium position. Mechanical waves may take the form of an elastic deformation or of a variation of
pressure.

If two waves with the same amplitude, frequency, and wavelength, but varying phase difference
travel in the same direction, the resulting displacement is given in equation 2. The resulting wave is a
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travelling wave whose amplitude depends on the phase ¢. When the two waves are in phase ($=0°)
they add up, i.e. they interfere constructively and the result has twice the amplitude of the individual
waves. When the two waves have opposite phase ($=180°), they interfere destructively and cancel
out each other:

y(x,t) =y, sin(kx—ax)+y, -sin (kx— ot + @)
:2‘yA-cos[£J‘sin[kx—a)t+£) @
2 2

If two waves with the same amplitude, frequency, and wavelength travel in opposite direction, they
cause a so called standing wave. Using the principle of superposition, the resulting string displace-
ment can be written as:

y(x,t) =y, sin(fkx—ax)+y, -sin(kx+ ar)

. ©)
=2-y,-sinkx-cos ax

At any change of the mechanical properties of the wave guiding medium or at the boundary condi-
tions, the wave is fully or partly reflected. The reflection is dependent on the type of the boundary
condition. A rope or a string, which is fixed at its ends, reflects a wave by changing its sign. A wave in
a tube (as a simple model for a pipe or another wind instrument) is reflected at the end of the tube,
may it be open or closed. If the end of the tube is open, then the last element at the opening which is
pushed by the penultimate element does not have a neighbor element to which the impact can be
transferred, the mass inertia is missing. Therefore it moves out, but it is kept by the low pressure
which pulls it back into the tube. The pressure sign changes, oncoming pressure is reflected as low
pressure and vice versa, cf. Fig. 2. If the pipe is closed, the last element can’t move, thus it gets the
maximum pressure and gives it back to the penultimate element without changing its sign: oncoming
pressure remains pressure and low pressure remains low pressure after reflection at a closed end, see
Fig. 3. The reflected wave then travels back through the tube and interferes with the oncoming wave.

_We'®
@@

9@

I W

Figure 2: Reflections

If a pipe is harmonically excited at one end, both above mentioned principles interfere. If the fre-
quency of the excitation is such that the generated half wave length fits into the pipe’s length, then the
reflected wave is perfectly pushed in phase, a large standing wave is generated due to the constructive
interference, the excitation is a resonant one. If the frequency of excitation is slightly changed, then
the excited wave does not exactly fit the phase of the reflected one, destructive interference occurs,
the resulting standing waves show reduced amplitudes, it is a non-resonant excitation. If the excita-
tion frequency is further changed then suddenly a new standing wave occurs with one more half wave
length. When the frequency is increased further, a new standing wave with an additional half wave
and an accompanying resonant peak occurs, see Fig. 3.
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The standing wave generated by the travelling and reflected waves may be interpreted as a usual
vibration. The behavior of a vibrating system (string, pipe, bridge) can be explained by wave su-
perposition or by vibration theory. It is the same from two different points of view.
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Figure 3: Measured amplitude spectrum

3. NATURAL FREQUENCIES OF STRINGS AND PIPES

Since a simple vibrating string is much easier to imagine than a non-visible longitudinal air vibration
in a flute, a clarinet, an oboe or trumpet, some basics are explained first, using the string. Fortunately
a transversely vibrating string and the longitudinally vibrating air in a flute or another wind instru-
ment are differ only concerning the direction of vibration, see Fig.4.
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Figure 4: Transverse and longitudinal vibration

The natural frequency of a vibrating string is known to be

11 fS
=—-—,|— [H: 4
I 2\m L] @

[ is the length, S the pretension force and m the mass of the string. To tune the pitch of the string, the
pretension force of the string is adjusted by the peg of the violin. The frequency is then directly de-
pendent on the length of the string half the length means twice the frequency and so on. The ac-
companying natural modes are sine waves. The wave length of the n-harmonic has a length of I/n, see
Fig. 5. Thus the 2™ mode has a natural frequency which is twice the basic one (octave), the 3" 4 natural
frequency has three times the basic frequency etc. The accompanying notes are shown in Fig. 5.
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Figure 5: Natural modes of a string or a pipe

If a string is plucked and a finger deliberately touches the middle of the string without pressing it onto
the fingerboard, one can hear the octave with the double frequency, because the basic natural mode
shape is suppressed. The 2™ mode has not been plucked, but it sounds, since it is included in the
original sound. The same happens if the string is touched at one third of the length: the fifth is audible
and so on. The original sound includes all higher modes! The frequencies of the modes follow simple
relations or fractions of numbers: f2:f1=2:1 (octave), f3:2=3:2 (fifth), f4:f3=4:3 (fourth) and so on.
In the field of acoustics, the 2" mode is often named the 1% overtone, because it is the 1 mode over
the basic tone, the tonic, the 3" mode is the 2™ overtone and so on.

As already mentioned, all natural modes are included, if a string is plucked or bowed. The mixture
of the amplitudes of the modes determines the timbre of the sound: the higher the contributing modes
numbers, the brighter (or sharper) the timbre.

Exactly the same occurs if longitudinal vibrations in wind instruments are considered, because only
the direction of the vibrations is different. As already mentioned, the natural frequencies of the tube
are following exactly the same rational number relations.

As mentioned above, the boundary conditions determine the sign of the reflected wave. At the open
end, the pressure difference against the atmosphere equals zero. Thus a recorder or a flute causes a
longitudinal vibration with zero pressure at the open end and at the open embouchure hole. All
possible overtones must follow these boundary conditions. Thus a complete series of sine functions
represents the tonic and the overtones in a flute, Fig. 6 and eq. 5.

P(x)=F- sin(n-%); withn=1,2,3,4,.. 5)
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Figure 6: Harmonics of a flute
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All other wind instruments have a mouthpiece, which seals the internal pressure against the outside
atmosphere. The mouthpiece closes the pipe, thus the wave is reflected without changing its sign.
Therefore the pressure reaches its maximum at the mouthpiece. The pressure distribution along a
cylindrical pipe can be represented by half sine functions, with a maximum at the mouthpiece and
zero pressure at the open end, see Fig. 7. Thus a series of sine functions consisting only of the odd
numbers occurs:

p(x) = ﬁ-sin(n-%); withn=1,3,5,7,... ©)

This is typical of a clarinet. Especially the missing 1* overtone leads to the dark and a little bit hollow
sound.
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Figure 7: Harmonics of a closed cylindrical pipe (clarinet for instance)

The wavelength of the sine functions of a cylindrical pipe with a mouthpiece is twice the wave length
of the flute. Therefore the pitch of the tone is one octave below a flute. This effect is often used for
organ pipes. If the open end of a pipe is closed, the pipe sounds one octave lower. This method is
much cheaper than to build pipes with twice the length.

If pressure and air speed is increased, the instrument overblows, the pipe jumps into the second
mode and the 1¥ overtone sounds. A flute therefore plays an octave higher. A clarinet overblows in its
1% overtone as well, but it is one fifth higher than the flute, it is the twelfth (octave + fifth) because the
even mode is missing. The overblowing effect can be supported by opening a matching finger hole. If
for instance a flute opens the c-key, which is exactly in the middle between the mouthhole (embou-
chure hole) and the open end, than the basic sine wave is suppressed, because the open hole forces the
pressure at its maximum to zero, the 2™ harmonic or the 1" overtone becomes now the tonic.

Just a surprising effect shall be discussed at the end of this section. As has been mentioned above,
all reed instruments have the boundary condition of a closed tube at the mouthpiece because the lips
seal the internal pressure against the free atmospheric pressure. Therefore all reed instruments should
overblow into the twelfth as explained above. But only the clarinet performs as expected. What is the
reason for this deviating behavior from all other reed instruments?

The reason is the shape of the bore. Only the clarinet has a cylindrical bore, which is what was
assumed above in all explanations. All other reed instruments like oboe, bassoon and saxophone have
a conical bore. Fig. 8 shows a longitudinal section of clarinet and an oboe. The cylindrical and conical
shape is clearly visible. The conical bore considerably changes the acoustic behavior.

The sound in a conical tube changes its intensity and pressure as a function of the distance from the
sound generator, the mouthpiece. If we measure the pressure at the open end and then step by step
towards the mouthpiece we find that the pressure increases linearly depending on the decreasing
distance from the mouthpiece. The approximately constant sound pressure must pass the tapering
bore, with a continuously decreasing area, if we look from the open end to the mouthpiece, Fig. 9.
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Figure 9: Sound pressure reduction with increasing distance from the mouth piece

This linearly increasing pressure can be taken into account by an amplitude factor 1/r of the sine
wave:

P = Foesin- Ty, withn=1,3,5.7.... )
r 2-L

The known odd numbers of the sine waves fulfill the boundary conditions at the closed end: the
pressure has a maximum, Fig. 12 left. An even sine wave however does not fulfill this boundary
condition (Fig. 10 right). But due to the additional factor 1/r, the pressure p(r) increases near the bore,
so the pressure boundary condition can be met, Fig. 12 right. The wave length of the amplitude
modified sine wave is the wave length of the original sine wave, with the even wave number. Thus all
harmonics, i.e. all overtones, are sounding and the conical bored instruments overblow into the 1%
overtone, i.e. into the octave.

0 \\ \\ —e— Grundton o M —e—1/r"sin
—=—1.0berton —=—sin

Figure 10: Influence of a conical bore on the action of even harmonics

Due to the standing waves, the pressure at the embouchure hole changes harmonically from over-
pressure to low pressure. This harmonically alternating pressure drives the excitation mechanism of
all wind instruments fro m flutes to reed and to brass instruments.
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4. NATURAL MODES AND OUR MUSIC SCALE

If a system is excited with two close frequencies, it responds with a so called beat phenomenon. The
beat frequency corresponds to the difference in both frequencies, thus e.g. 440 Hz and 440 Hz to-
gether produce a beat frequency of 10 Hz. This beat phenomenon is well known in music. It is used
e.g. for tuning two strings: if no beat can be heard, both strings have exactly the same frequency, so
we can hear just one tone. If both strings are more and more out of tune, the beating frequency in-
creases, so we hear one tone with a pulsating, a beating amplitude. From a certain frequency distance,
one cannot hear any beating but an unpleasant roughness of the tone. If the distance of both fre-
quencies is further increased, we hear two tones, see. Fig. 11 and Pierce (1998).

critical bandwidth

2 tones rough- 1 tor1e rough- 2 tones
ness beating ness
rrrr T T T T T T T T T T T | T T T T T T T
fo frequency

Figure 11: Critical bandwidth, Pierce (1998)

The critical bandwidth depends on the absolute pitch of the frequency f0. The bandwidth is wide if the
frequency is low. From about 1000 Hz it increases linearly with the frequency. That is why two bass
tones of a piano with a distance of a third (normally a consonant interval) do not produce a pleasant
sound, Pierce (1998). Therefore in all piano music there is larger distance between the notes for the
left hand, which plays bass notes, than for the right hand.

Amplitude
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Figure 12: Overton relations for different intervals, Spitzer (2008)
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By the way: The simple number relations between the basic tone (tonic) and the overtones are re-
sponsible for our usual diatonic scale system. If this scale is used for polyphonic music then many
overtones are identical. The sound is harmonic or consonant, only few overtones are inharmonious.
This is shown in Fig. 12. The tonic and the fifth have many identical overtones. Some overtones are in
between, but the distance is large, no beat phenomena occur. The tonic and the major third are a little
bit rougher, in earlier times this interval was considered to be dissonant. The tonic and the major
seventh have no identical overtones. The overtones are very close and therefore produce beating
phenomena, the sound is dissonant, it “whimpers”, Spitzer (2008).

Only strings and wind instruments with a tube as resonator show the above mentioned simple
number relations of overtones which can be expressed by fractions. A bell for instance has a 1%
overtone of about 2.3¢f, the 2" is about 3.5+f and the 3™ is 4.8f. This overtone spectrum does not fit
for different basic tones (tonics). Thus polyphonic bell music is not very pleasing to the ears, too
many overtone dissonances occur.

As already mentioned, our usual music scale is based on the natural modes of a string. All intervals
result from the relations over the overtones. As mentioned above, a fifth has always a frequency re-
lation to the tone it is related to of 3/2=1.5, an octave has the relation 2/1=2, a major third 5/4 and so
on. This leads to serious problems with the music scale. If we staple 12 fifth, starting for instance with
ac; with a frequency of 131Hz, the fifth is 1.5¢131Hz (g;). The next fifth to this note is 1.5¢1.5¢131Hz
and so on. The 12" fifth is the h#,, it has a frequency of 16996 Hz, see Fig. 13. The note h#; cor-
responds to the cg key of the piano, see Fig. 13. This tone can also be reached by 7 octaves. The next
octave to c; is 131 2 Hz (c»). Stapling 12 octaves in this way we reach cg with 16768Hz, which differs
by 1.36% from the same note generated by the fifths, see Fig. 13
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Figure 13: Discrepancy of intervals

This is a serious problem which occupied many people in the past, starting with Pythagoras who
found this problem about 550 BC. Many different tuning systems have been developed to overcome
this problem: well tempered, mean tone, equal temperament, Werckmeister temperament etc.
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5. EXCITATION MECHANISMS

5.1  Sound excitation

The simplest sound producing excitation mechanism is whistling. How is the sound generated? When
air is forced through a small opening or slit e.g. the narrow opening formed by the lips, the fast air-
stream moves through slower air. The boundaries of the airstream get resistance from that slower air
and tend to peel back and form vortices. These vortices interact with the stream, causing it to move in
an undulating path, Fig. 14.

Lip slit TG/Q__;\E)/'V

Figure 14: Basic mechanism of whistling

This undulation can actually produce a substantial amount of sound. The undulations in the stream
move along the stream at something less than one half the speed of the air in the stream, Hall (1991).
The faster the airstream speed, the faster the oscillations of the stream. In addition, the oscillating
stream causes a feedback to the lips and the oral cavity (acting as a Helmholtz resonator) thus the
pitch can be influenced by both.

An even greater amount of sound can be produced by coupling the slit to an edge. The airstream is
separated by a sharp edge and a type of repetitive eddying called vortex shedding takes place on al-
ternate sides of the air jet, like a vibrating air tongue or air reed, see Fig. 15, Hall (1991). Vortex
phenomena have only a secondary influence on flute-type sound production; moreover, at usual
musical blowing pressures the edge-tone frequencies are so high as to be nearly inaudible. They are
only used to initiate the vibration.

02y
r== )

Figure 15: Edge tone excitation

The impulse produced by the edge tone causes a travelling wave in the bore of the flute. This wave is
reflected at the open end and then forms a standing wave with alternating harmonic pressure variation
at the nearly open mouthpiece with the edge or labium. The alternating pressure now takes control
over the movement of the air reed. The alternating pressure of the standing wave causes self-excited
vibration of the air reed of the flute, see Fig. 16. If the alternating pressure of the standing wave at the
labium is lower than the atmospheric pressure, then the air reed is sucked into the pipe; if the pressure
is higher than it is pushed out. Thus the vibrating system is excited exactly in resonance of the pipe.

Fig. 17 is a snapshot of the fluctuating pressure in the bore of the flute. It is calculated by means of
the CFD-method using the Lattice-Bolzmann procedure, Tolke et al. (2008). The calculation was
performed by the group of Prof. Manfred Krafczyk at the Technische Universitédt Braunschweig. One
can see the alternating pressure distribution, and the vortexes near the labium.
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Figure 16: Schematic feedback mechanism for the synchronization of the air reed

Fig. 18 shows the calculated amplitude spectrum of the simulation at the open end of the flute. The
overtones are reproduced quite well, the basic frequency (tonic) is correct.

Figure 17: Fluid pressure distribution in an alto recorder
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Figure 18: Amplitude spectra at the open end of the recorder

The above mentioned excitation mechanisms of the oscillating air stream around an edge can be di-
rectly used as an explanation for all reed or brass instruments. Fig. 19 shows mouthpieces of a clarinet
with a single reed and an oboe with a double reed.

Figure 19: Mouthpieces of a clarinet and an oboe
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The reed - made of a sort of bamboo (arundo donax) - replaces the air reed. If the fluctuating pressure
in the pipe is high, the reed opens, if the pressure is lower than the atmospheric pressure, the reed
closes the opening. It chops up the continuous air stream (produced by the instrumentalist) such that
the standing wave is fed in resonance. If the player plays piano i.e. softly, then the reed just vibrates a
little, a nearly harmonic pressure difference is produced behind the mouthpiece. If the player plays
forte i.e. loudly, then - due to the high air speed and pressure differences - the reed completely closes
the opening. A sketch of the air pressure behind the mouthpiece is shown in Fig. 20. It is obvious that
this generates more overtones than the harmonic excitation, reed instruments, such as clarinets, oboes
or bassoons sounds brighter and sharper. This is the reason for the wider sound spectrum of a clarinet
compared to a flute.
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Figure 20: Air pressure after the mouthpiece in piano and forte mode

The frequency of the reed itself is rather high. This can be demonstrated, if the reed is played only
with the teeth. These high and strong natural frequencies of the reed are completely damped out by
the lips which usually press the reed. Thus the standing wave can take control of the reed.

Brass instruments use the lips of the player as a substitute for a reed. Because lips have a certain mass
and show elastic behavior, they can vibrate. The lip vibration is also driven by the alternating pressure
of the standing wave in the tube.
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Figure 21: Impedance curves for a clarinet versus a flute, Dickens et al (2007)
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The behavior of a flute and a clarinet as an example of a pipe, that is open at both ends and a pipe that
is open at one and closed at the other end, can be quantified, both theoretically and experimentally,
using the acoustic impedance spectrum. It is defined as the ratio of the acoustic (varying) pressure
required at the system input (mouthpiece or embouchure) to produce the acoustic flow in the tube. Its
dimension is N/m? s m-3. In an infinite pipe, a harmonically varying pressure causes a wave which
never comes back. In a finite pipe, however, the wave reflects at the far end and causes standing
waves (resonance), which alters the impedance remarkably. In Fig. 21 the impedance curve of a pipe
closed at one end and open at the other and a pipe open at both ends is shown, Dickens et al (2007).

One can see that the clarinet operates at maxima and the flute in minima of the impedance. A reed
of a clarinet needs relatively high pressure to move from its initial position; the air reed of a flute
operates at small pressure otherwise it would be blown away. Operating at maxima of impedance
means that the acoustic swing is pushed when the pressure is high and the speed is very slow. This is
the upper point of a swing, i.e. the maximum potential energy. On the other hand operating at minima
of impedance means that the pressure is low but the flow is high. The flute pushes the swing at the
lowest point, when the speed is high, but the potential energy has a minimum. The ease of playing and
the stability of a note depend on the peak and narrowness of the maxima or minima.

The impedance curve in Fig. 21 is measured with a closed-open pipe. If measurements are per-
formed with a real clarinet, then the harmonics deviate from maxima of the impedance curve. This is
due to the bell, which gives the instrument an effective length that increases with frequency. Fur-
thermore the amplitudes of the extremes are reduced with increasing frequency due to the bell: The
bell radiates especially high frequencies, thus the reflected part of the wave is smaller and the wave is
weaker.

Another interesting point is the behavior of the tone holes. As already mentioned, the tone holes
open the bore to the outside atmospheric pressure, thus it shortens the effective length of the tube.
This is only true for low frequencies: the wave is reflected at (or near) this open tone hole because the
hole provides a low impedance with low resistance to the outside air. For high frequencies, however,
that does not hold true. The air in and near the tone hole provides some mass. This mass has to be
accelerated by the sound wave when it passes through the tone hole. The required acceleration to
move the mass increases with the square of the frequency: for a high frequency wave there is little
time in half a cycle to get it moving, see Fig. 22. The tone hole acts like a low pass filter: the low
frequencies leave through the holes, the high ones through the bell. This effect is used for instance by
Gustav Mahler: In his symphonies, special the clarinet group has to lift the instruments sometimes in
a horizontal position. The acoustic effect is such that the radiated sound becomes brighter and may be
sharper due to the better transferred high frequencies.

air mass in open tone holes
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Figure 22: Behavior of tone holes as low pass filters

Due to the inertia of the air mass in the tone holes, the pressure is always a little bit higher than the
outside atmospheric pressure. Thus the effective length is always a little bit longer than the tone hole
pretends.
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5.2 Structural vibration excitation

The vibration excitation mechanisms of structures in natural wind are identical to those exciting
musical instruments. The already mentioned aeolian harp is an example of vortex induced vibrations
of slender structures like chimneys or masts. The string of the wind harp is excited by a wind field
which may be assumed to be constant over the small length of the structure (the string). This as-
sumption is also generally used in wind engineering. Since the critical wind speed, which causes
resonant lateral vibrations in the structure, is only low but normally shows extremely varying profiles,
the assumption of a constant profile is an easy way out but not a realistic one. Fig. 24 shows some
profiles measured at our wind measuring mast at Gartow, Germany together with approximations.
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First the measured wind profiles are classified in predefined classes which are assessed looking over a
wide range of measurements, Fig. 25 shows the principle. Every single class can then be described by
a vector p of the mean wind speed and the covariance matrix cov. In a second step, the profiles will be
assigned to typical wind climate situations, thus the duration time can be determined using synoptic
weather data. This is important for assessment of the fatigue life time of the structure.
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Figure 24: Statistical classification of wind profiles
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The determination of structural response due to vortex vibration is a complex problem, because the
relation between wind force and speed is quadratic. In addition, the transfer matrix H (io,) is coupled
with the random variable U via the excitation frequency and the Strouhal number. Thus the calcula-
tion is performed using the Monte Carlo Method together with variance reducing methods like lat-
in-hypercube or importance sampling, see Fig. 26. The lock-in effect can be taken into account by an
iteratively adapted excitation frequency.
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Figure 25: Description of vortex excitation as a probabilistic, correlated harmonic forced vibration

Fig 26 shows as an example the influence of the lock-in process at a 205-m high guyed mast with a
circular shaft. The deflections of the mast top are shown. The occasionally occurring vibrations up to
approximately the half of the maxima, is caused by resonance excitation at lower heights. When
starting at t=350s the excitation frequency at the mast top is in the lock-in range. This causes imme-
diately a strong increase of the lateral vibrations. After t=420s, the excitation frequency leaves the
lock-in range, the lateral vibration are reduced straight. The longitudinal vibrations are stochastic as
expected. More details are given in Clobes et al. (2009).
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Figure 26: Time history of excitation frequency and corresponded deflection of the mast top

The second above mentioned sound excitation mechanism is a self-excited or motion-induced
feedback process of the reed, which is controlled by the pressure variation of the standing wave. This
is a process very close to flutter excitation, e.g. of long span bridges. What are we doing in this field?

Flutter vibrations of bridge girders can result in the collapse of the structure within a short time.
The Tacoma Narrows Bridge disaster is a well-known example of bridge flutter. Flutter vibrations are
generated by so-called motion-induced aerodynamic forces. Together with its structural parameters,



K 60 5™ EUROPEAN & AFRICAN CONFERENCE ON WIND ENGINEERING

motion-induced wind forces influence the properties of an aeroelastic system. To provide against
these phenomena, two standard methods are used to ensure the stability of an aeroelastic bridge
system: either the bridge girder is designed with a high torsional stiffness or the girder cross section is
aerodynamically optimised.

In recent years, inspired for instance by aerospace engineering, a number of techniques have been
investigated to improve the vibration behaviour of extremely slender bridges under wind action with
systematically imposed forces. Fig. 27 shows three kinds of actuators that have been proposed for this
purpose in the past. Inertial forces can be generated when accelerating a reaction wheel (Miyata et
al. 1994; Korlin & Starossek 2007). Rotating gyroscopes that are mounted in a tiltable gimbal can
affect the bridge with gyroscopic forces (Murata & Ito 1971). The motion of the actuators can be
controlled in different ways. Active and passive controllers are the most important types of control-
lers. An example of a passive controller is the coupling of the actuator motion with the bridge girder
by spring-damper systems. Passive controllers are normally low-maintenance devices and need no
energy input. In the case of gyroscopes, only their spin must be kept constant. Passive controllers can
be considered as an output feedback that, moreover, has sign constraints for the controller values.
With methods of control theory, it can easily be shown that their effectiveness is limited. The cha-
racteristics of an aeroelastic system depend on the mean horizontal wind speed. Passive controllers
cannot be easily adjusted to these changing conditions. For a wide range of the horizontal mean wind
speed, the properties of passive controllers are not optimised. Active controllers, on the other hand,
can induce energy into the bridge girder and, if configured appropriately, can take the total state of the
aeroelastic system into account. The properties of active controllers can be adjusted to the horizontal
mean wind speed without problems. Compared to passive ones, active controllers can thus stabilize
the bridge within a wider speed range. This feature, however, causes serious safety problems in
permanent operation. Anyway, at least for construction stages of bridges with undesirable aeroelastic
characteristics, active controllers are considered to be a useful option. In Peil & Kirch (2008), control
limits for slender bridges under wind action are investigated. It is shown that the divergence wind
speed of the bridge constitutes an upper limit for the application of the mentioned mechanical actu-
ators.

Figure 27: Actuators for stabilising bridges under wind action: aerodynamically effective control shields,
twin control moment gyroscope and reaction wheel.

Fig. 27 additionally shows aerodynamically effective control shields as a kind of actuator that was
proposed several years ago for extremely slender bridges (Kobayashi & Nagaoka 1992; Ostenfeld &
Larsen 1992). In contrast to the other mentioned actuators, the divergence wind speed of the system
can be modified as well. The crucial advantage of aerodynamically effective control shields is that
additionally imposed forces on the bride deck are generated by the wind flow. Aerodynamically ef-
fective, movable control surfaces have been used in aerospace engineering to suppress the influences
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of disturbances on aircraft wings for many years. With bridges, however, control shields are extra
components that augment the area exposed to the wind. They cannot bear any significant payload and
can hence not directly fulfil the intrinsic task of a bridge. In addition to motion-induced aerodynamic
forces, new gust-induced forces arise simultaneously, which also need to be suppressed. Therefore,
aerodynamically effective control shields are generally less effective for bridges than for aircraft
wings. Moreover, control shields need a minimum wind speed to work. They are not suited for
damping oscillations in still air. The motion of the control shields can again be controlled actively and
passively. Fundamental control limits for bridges equipped with aerodynamically effective control
shields are investigated in Kirch & Peil (2009a/b).

A related topic to flutter is galloping as another type of motion-induced vibrations. In particular
iced cables often show this type of vibration with low frequencies and large vibrations. Iced cables
have a shape which is aerodynamically instable, i.e. when the wind speed reaches a certain value,
galloping vibrations occur, because the structure velocity dependent air pressure equals the velocity
dependent damping of the structure; the overall damping is zero or becomes negative if the wind
speed further increases.

The theoretical treatment is fairly simple. Determining ice shapes dependening on wind and snow
or rain characteristics is rather difficult. Ice accretion on conductor bundles can be investigated with
experiments or with statistical and numerical models. Experiments are difficult to perform.

In theoretical investigations, both shape and aerodynamic coefficients require simulation of the
icing process itself. Known numerical models are restricted to single cables due to the assumptions
made in the flow calculation. With the simulation scheme used at our institute, the particle motion
based on the stream around the conductor bundles can be determined. The simulation uses a Finite
Element Method (FEM) with a Reynolds Average Navier-Stokes (RANS) for an incompressible fluid
via a k-¢ turbulence model. The stream of air and of precipitation droplets are modelled as one-way
coupled two-phase flow. Ice accretion and flow field are calculated iteratively to account for
geometrical changes of the ice deposit in the flow calculation. Modelling atmospheric icing includes,
in addition, a computation of the mass flux of icing particles as well as a determination of the icing
conditions: Icing conditions are defined by the heat balance on the ice surface, Peil & Wagner (2008)
and Wagner, Peil & Borri (2009).

Three major types of deposit, namely rime, glaze and wet snow lead to significant loads on
structures. For glaze ice and wet snow formation, the heat balance on the ice surface is very
important. Computation of the mass flux of icing particles is an important factor in ice accretion.
Shape, and to a smaller extent, also density of ice evolution is influenced by the characteristics of the
particle trajectories.

Figure 28 shows, on the left, results of simulations with the presented model (-), with the model of
Fu (2006) (---) and with eperiments (- -).The presented model meets the longitudinal extension of the
ice body very well for a larger (left) and a smaller (right) cable diameter. The vertical extension
deviates in both cases, which is due to the calculation of the particle impinging points on the surface.
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Figure 28: Ice accretion on single cables with different diameter
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Fig. 29 shows the simulation of ice accretion on a bundle of two cables. The upstream cable catches a
larger fraction of the particle flux than the downstream cable in its wake. In general, the shaded area
decreases with decreasing deflection of the particle trajectories. It means that larger droplets will
deflect less due to their higher inertia. Once the upstream cable gets a more streamlined shape due to
the ice accretion, the particle trajectories are deflected to a smaller extent when passing the first cable.
Thus the mass flux on the downstream cable increases.

|
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Figure 29: Ice accretion on a cable bundle (left: upstream, right: downstream)

An also motion-induced or self-excited excitation mechanism is the so called rain-wind induced vi-
bration. They are very close to galloping vibrations, except that the shape of the vibrating (iced) cable
is not constant over time but varies due to the fluctuating rivulets produced by rain, wind and inertia.
In contrast to galloping vibrations, there is not only an onset wind speed, but also a final wind speed
beyond the vibration ends. The onset wind speed is not high, about Sm/s could be enough. The final
wind speed could be about 15 to 20m/s. The vibration is mainly controlled by damping. The stability
plot in Fig. 30 shows that even small damping decrements abandon the vibration, Peil, Narath &
Dreyer (2003). A state-of-the- art report is published in Peil & Steiln (2007).
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Figure 30: Stability chart of rain-wind induced vibrations of a cable

The investigations are performed under the assumption of a laminar flow. Wind tunnel test show that
the response under turbulent flow is smaller. The problem is that the integral length scale of the
turbulence is very small compared with the dimension of the specimen. It is nearly impossible to
perform wind tunnel experiments in a scale which fits to the usual integral length scale of wind tunnel
turbulence.
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Therefore we are now investigating the influence of the turbulence of the natural wind by means of
full scale measurements. A 1.5-m long specimen is kept by springs and force sensors; the oncoming
wind process is measured via Ultrasonic Anemometers. A special raining device ensures correct
raining conditions. Fig. 31 gives a rough overview about the device.

Figure 31: Rain-Wind induced vibrations experimental device

Finally some references should be given of our work on gust-induced vibrations. They could hardly
be integrated into the musical context because their frequency spectrum is broad, close to white noise.
Of course the structure reacts under the influence of turbulent wind at its natural frequencies and
modes. The amplitudes are changing probabilistically.
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Figure 32: Wind and mast measurement equipment in Gartow
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The work can be divided into two parts. One part is focused on the already mentioned measurements
of wind characteristics. In 1989 we installed measurement equipment on a 344m mast, which is
unique in the world, see Fig. 29. Wind actions and mast responses are measured in parallel by on-site
computers located in the mast at different heights. The wind speed is measured in vertical distances of
18m up to the height of 341m. In the lower turbulent range, the wind direction is measured at the same
levels. Five years ago the shaft was covered so that the aerodynamic admittance function can be
measured. The work is accompanied by theoretical investigations. It is not possible to briefly report
on this work in this paper. For further information see for instance Peil & Telljohann (1999), Peil &
Behrens (2003), Peil & Clobes (2008).

Now we are starting to extend the equipment remarkably. The cable will be provided with boxes
carrying Ultrasonic anemometres, 3D accelerometer and temperature sensors. The boxes can roll on
the main cable, the boxes will be pulled up by a thin cable and can be lowered down for maintenance
purposes. The main goal of the measurements is to determine the natural 3D-wind field up to a height
of about 156m.
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Figure 32: Additional sensor boxes placed on the cables

6. CONCLUSION AND ACKNOWLEDGEMENTS

It is obvious that there are many parallels between music and wind. The structural vibrations
produced by the same self-excited or motion-induced mechanisms as in music instruments produce
music in inaudible frequencies.
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ABSTRACT

Wind plays always an important role in dealing with outdoor human comfort in an urban climate.
Although various models of different complexity have been proposed to characterize the effect of
wind on pedestrians in relation to their specific activities, it has been also recognized that human
comfort in general may be affected by a wide range of additional parameters, including air
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1. INTRODUCTION

Comfort in open urban spaces has received a lot of attention in recent years in broad recognition that
microclimatic conditions contribute to the quality of life in cities, both from the economic as well as
from the social viewpoint. Consequently, in response to significant interest expressed by the
community, microclimatic conditions and particularly the effect of wind on the outdoor human
comfort has been examined. Perhaps the American Society of Civil Engineers (ASCE) has put out a
most pertinent state-of-the-art document (ASCE/SEI 2003), which was developed with input from the
European Action C14. The latter, entitled Impact of Wind and Storm on City Life and Built
Environment had a working group interested in the effects of wind on pedestrians, their assessment
and comparisons, as well as the parameters they influence human comfort and its evaluation. Some of
the results of this effort have appeared in the 2002 Workshop in Nantes, e.g. Westbury et al. (2002)
and in the International Conference in Urban Wind Engineering and Building Aerodynamics
organized by Von Karman Institute for Fluid Dynamics in May 2004.

Furthermore, a 3-year EU-funded project carried out earlier in this decade with surveys at different
open spaces complete approximately 10,000 interviews aiming to produce an urban design tool that
provides architects, engineers, urban planners and other decision makers with means to assess
effectively the construction of new buildings and the development of cities from the economic,
psycho-physiological and sociological perspective of human comfort. A unique characteristic of this
work consists of involving several aspects of physical environment (microclimate, thermal, visual
and audial comfort, urban morphology) as well as social environment. The models and tools
developed in the auspices of this project have been included in CRES (2004). The details of this
project are available in http://alpha.cres.gr/ruros.

More recently, new criteria for the assessment of wind environment in cities in terms of ventilation
performance and thermal comfort have been developed for several Asiatic countries, e.g. Hong Kong.
Bu et al (2009) proposed two criteria for the evaluation of local wind environment, namely local air
change rate and local kinetic energy.

The paper will describe the aerodynamics of the urban environment and the reasons causing high
wind speeds at sidewalks and, consequently, potential discomfort to pedestrians; it will address both
experimental and computational evaluations of the wind on people in the urban environment and will
note the development of recent wind codes such as that in the Netherlands; finally, it will focus on the
state-of-the-art of the development of human outdoor comfort criteria by considering a wide range of
parameters, including wind speed, air temperature, relative humidity, solar radiation, air quality,
human activity, clothing level, age and the like.

2. AERODYNAMICS OF THE URBAN ENVIRONMENT

Strong winds are usually accelerated at the pedestrian level within the urban environment, say around
tall buildings, due to particular acrodynamic configurations generally associated with tall buildings.
In the case of a simple rectangular tall building, it is the boundary layer flow that causes descending
flows towards the street level due to the pressure differences created by the velocity differences
between higher and lower levels. This downflow is significant due the pressure proportionality to the
square of the velocity (Bernoulli equation) and its strength increases with the building height. This
effect is termed in the literature as downwash. Clearly, downwash is diminished drastically in the
absence of boundary layer flow and this explains the lack of adequate representation of wind effects
in the building environment for simulations carried out in the past using aeronautical wind tunnels for
building aerodynamics applications.

In general, buildings will only induce high wind speeds at lower levels if a significant part of them
is exposed to direct wind flows. It is actually the direct exposure to wind rather than building height
alone, which causes the problem. This is shown diagrammatically in Figure 1.Another type of
pedestrian-level winds is formed when high-speed winds pass through openings between
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high-pressure air on the windward wall and low pressure regions on the leeward side of a building.
Once more, the fair character of nature, which does not like pressure differences, prevails and strong
flow is induced to correct the problem. Pedestrians in arcades of commercial buildings can testify
regarding this situation, which is unpleasant to the store owners in these areas as well. Additional
flow-induced mechanisms creating disturbances to the urban environment in the vicinity of buildings
include but are not limited to the effects of the large standing vortex in front of a building, the vortex
flows generated after the flow separates and accelerates along the building front edges and the
wake-induced disturbances via the interaction of the flow coming from the building side faces and the
re-circulation flow regime created by the shear layer flow above the building. Clearly, wind direction
is a significant factor here, in addition to the magnitude of the oncoming wind speed.

]

Figure 1: wind flow around buildings significantly taller than their surroundings,
after Cochran (2004).

Common building configurations and potential influences on pedestrian-level winds are shown in
Figure 2 taken from Cochran (2004). These configurations include the effects of canopies, which may
act as deterrents to the strong down-flow prior to impacting on sidewalks or other pedestrian free
access areas around the building. However, such measures may create other problems by deflecting
the wind from, say, a building entrance to another area around the building corners or across the
street. Setbacks on the building surfaces or penthouses are elements generally remediating the
pedestrian-level winds and are used rather extensively. Furthermore, a podium not intended for
long-term pedestrian activities or vegetation in terms of bushes and coniferous-evergreen trees can
also be used as a positive measure to amend harsh wind conditions at pedestrian level. Porous screens
are also successful in deflecting winds without relocating the adverse conditions on other places. An
entrance alcove, as well as balconies on building facades, generally make sidewalk winds diminish.
However, high winds may be transferring on balconies themselves, particularly those near the edges
of the building facades.

The previous discussion is really about isolated and mainly rectangular buildings. Curved
buildings such as cylindrical shapes generally promote lateral flow, so they behave better as far as
effects of pedestrian-level winds are concerned. Channeling effects appearing in the case of two or
more buildings are generally critical, particularly if the wind direction is along the street or corridor
formed between the buildings. This is a result of the so-called Venturi effect, which can be critical in
some cases. However, recent work on the wind flow in passages between buildings (Blocken et al.,
2008) has questioned the existence of the classical Venturi effect in such cases.
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Figure 2: design features to change and/or ameliorate pedestrian wind conditions,
after Cochran (2004).

If the wind conditions with one or two simple-shaped buildings in place can become so complex,
one can easily imagine what would really happen with buildings of complex shapes interacting with
the wind flow passing amongst them, particularly when the effect of ground topography and all
adjacent buildings are taken into account. The problem becomes really difficult and for a number of
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years could only be solved experimentally via appropriate simulation in a boundary layer wind
tunnel. Only recently, more specifically during the last few years with the significant progress in
computational technology, attempts were made to address the problem of pedestrian-level winds in
the urban environment computationally. More detailed discussion on the state-of-the-art of this
approach will be presented in a subsequent section.

Regardless of the approach used to determine the impact of wind flows at the pedestrian level, the
previous comments have demonstrated that the direction of the oncoming wind together with its
magnitude, i.e. speed, will be of paramount importance. If the wind climate in a city is distinctly
directional, i.e. strong winds come always from a particular narrow fetch, it is clear that this set of
directions should be really scrutinized because, in all likelihood, critical results will occur when the
wind comes from these particular directions. As an example, the basic wind environment of Montreal
in terms of wind speeds and probabilities of exceedance from different directions is presented in
Figure 3.
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Figure 3: probability distributions of hourly mean wind speed at 300 m over
Montreal for daylight hours during the winter (derived from 10 year record of wind
data obtained at a height of 10 m at Trudeau Airport).

As clearly shown, westerly and southwesterly winds dominate while north and northeasterly
winds may also be high. Note that these are upper level winds and significant changes may occur near
the ground areas. In addition, differences exist between summer and winter wind data. Maximum
summer winds are dominant from west, while winter winds are certainly higher and they blow
primarily from southwest. In the great majority of pedestrian wind studies carried out for tall
buildings in Montreal, it has been found that winds for west / southwest and, to a lesser extent from
northeast have produced the most critical adverse conditions.

In summary, there are two main flow types causing high pedestrian-level winds in the urban
environment: downwash flows and horizontally accelerated flows. The former are diminished by
podia, architectural features such as setbacks, balconies and the like; the latter are ameliorated by
alcoves, chamfered corners, landscaping (vegetation) or porous screens.
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3. WIND COMFORT CRITERIA

Several criteria have been developed in the wind engineering community for evaluating only the
wind-induced mechanical forces on the human body and the resulting pedestrian comfort and safety.
There are significant differences among the criteria used by various countries and institutions to
establish threshold values for tolerable and unacceptable wind conditions even if a single parameter,
such as the wind speed is used as criterion. These differences range from the speed averaging period
(mean or gust) and its probability of exceedance (frequency of occurrence) to the evaluation of its
magnitude (experimental or computational).

Table 1 shows the traditional Beaufort scale used in ship navigation in a modified version
applicable to land regions and for heights representative of pedestrians. This table provides an idea of
the mechanical effects of wind of different speeds on the human body. Physiological effects are more
complex since they depend on additional factors and their interactions. Jordan et al (2008) attempted
to evaluate the response of a person to a sudden change in wind speed in terms of wind comfort and
wind safety. It was found that the wind speed necessary to cause loss of balance was a function of the
incumbent’s orientation and weight.

Table 1: Beaufort scale of winds as used on land, after ASCE (2003).

Beaufort | Descriptive Term Speed Specification for Estimating Speed
Number (km/h)

0 Calm Less than 2 | Smoke rises vertically.

1 Light Air )_5 Direction of wind shown by smoke drift but
not by wind vanes.

> Light Breeze 6- 11 Wind felt on face;' leaves rustle; ordinary
vane moved by wind.

3 Gentle Breeze 12-19 L(?aves and sm.all twigs in constant motion;
wind extends light flag.

4 Moderate Breeze 2029 Raises dust and loose paper; small branches
are moved.

5 Fresh Brecze 30-39 Small trees in leaf begin to sway; crested
wavelets form on inland waters.
Large branches in motion; whistling heard

6 Strong Breeze 40-50 in telegraph wires; umbrellas used with
difficulty.

7 Near Gale 51-61 Whole t.rees in .m0t1on; inconvenience felt
in walking against the wind.

g Gale 60— 74 Breaks twigs off trees; generally impedes
progress.
Slight structural damage occurs e.g. to

? Strong Gale 75-87 roofing shingles, TV antennae, etc.

10 Storm 38— 102 Seldgm experienced inland; trees uprooted,
considerable structural damage occurs.

1 Violent Storm 103-116 Very rarely experienced; accompanied by
widespread damage.

12 Hurricane Above 116

A simple rule of thumb has been provided by Wise (1970) and Pendwarden (1973). This is based
on mean speeds (V) assuming the following effects:
— V= 5m/s or 18 km/h onset of discomfort
— V=10m/s or36 km/h definitely unpleasant
— V=20m/s or 72 km/h dangerous
Conditions for pedestrians are considered acceptable if V > 5 m/s less than 20% of the time
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(Pendwarden and Wise 1975).

Recognizing the importance of frequency of occurrence along with the magnitude of wind speeds,
Figures 4, 5 and 6 provide threshold mean wind speeds for various types of activity as functions of the
average annual number of storm occurrences. Naturally the mean wind speed threshold level drops
significantly as the yearly average number of occurrences increases.

Utilization of mean wind speeds as comfort criteria for pedestrian-level winds has been questioned
by the wind engineering community. In fact, the most prevailing opinion seeks an effective wind
speed, which is related to the gustiness of the wind, to be used for that purpose. Such effective speeds
can be derived from the following equation expressing their outcome in terms of the mean and a
number (ranging from 1 to 3) of standard deviations of the wind speed:

7]/2

Ve=v(l+x-tea) v
v

where:

12 = rms of longitudinal velocity fluctuations

K = constant (=1 to 3)

Figure 5: wind tunnel exposure of people at 20 (left) and 40 (right) km/h winds.
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Figure 6: wind tunnel exposure of people at 70 km/h winds.

Wind tunnel experiments and observations of pedestrian performance suggest that ¥ = 3 is the
most appropriate value. Figure 7 shows acceptance criteria for wind speeds for various annual
frequencies of occurrence proposed by Isyumov and Davenport (1975). Note that these criteria are
different from previous criteria in that, instead of specifying a wind speed for various activities,
frequencies of occurrence are specified for different wind speeds. Murakami et al. (1986) produced
the wind comfort criteria described in Table 2.
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Figure 7: acceptance criteria for wind speeds for various annual frequencies of
occurrence, after Isyumov and Davenport (1975).
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Table 2: wind environment criteria of Murakami et al. (1986).

Wind Condition . .
Acceptable for walking Ve P> Yioea)
summer: 48 km/h 0.01 (once per month)
winter: 32 km/h 0.01 (once per month)
Hazardous 83 km/h 0.001 (once per year)

Melbourne (1978) has produced separate criteria based on mean and gust speeds. He proposed
their application only for daylight hours and on the assumption that the max 2-sec gust speed will be
roughly twice as large as the mean speed, he produced the curves shown in Figure 8. These curves
identify threshold wind speed criteria for different types of activity similar to those shown in Table 3.
Criteria for dangerous wind conditions were also specified.

Such conditions are particularly important for cities with harsh winter conditions where icy
sidewalks become source of frequent accidents when combined with high winds. Several cases of this
nature have been reported, most involving accidents happened on elderly people. Liability issues are
also interesting for such cases and courts have always a hard time dealing with them.

On the basis of experience over a number of projects and wind tunnel studies, it has been
concluded that Melbourne’s criteria are on the strict side, i.e. if prevailing conditions abide by the
prescribed limits, most sets of other criteria available in the literature or included in ordinances of
various municipalities will be satisfied. Consequently, these criteria can be used as upper limits for
pedestrian-level winds and, in this regard, are indeed valuable.

Table 3: wind environment criteria of Melbourne (1978).

Probability of Exceedance of (P(>U))

Activit = = =
iy O=36kmh | O=5dkmh | U=72km/h
Long-tgrm and short-term 0.10 0.008 0.0008
stationary exposure
Strolling 0.22 0.036 0.006
Walking 0.35 0.07 0.015

Wind ordinances in major cities

There is great variation regarding wind ordinances in various cities / countries around the world. In
some cases, specific legislation has passed and new building permits are not provided until the
developers/owners demonstrate that the project will not generate dangerous or even uncomfortable
and undesirable pedestrian-level wind conditions. In other cases, this is expected to happen as part of
assumed good engineering and architectural practice. Koss (2006) carried out a detailed analysis of
different wind comfort criteria used at European wind engineering institutions. The study concluded
that a code of good practice may be better based on criteria using hourly mean wind speeds.
Furthermore, Sanz-Andres and Cuerva (2006) found that the differences in the comfort criteria used
in various countries are due, to some extent, to the human perception or acclimatization considered in
various countries.

In general, the following points can be made:

— Most major cities (Montreal, Toronto, Sydney, etc) have some guidelines addressing the problem
at the approval stage for new construction projects. Montreal’s wind comfort criteria, specified in
Article 39 of the Cadre (1992), refer to mean wind speeds rather than gust speeds. The critical
mean wind speeds, Ujyeq, for winter and summer are 14.4 km/h (4 m/s) and 21.6 km/h (6 m/s),
respectively, and the maximum acceptable probabilities of exceeding these values are as follows:
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Figure 8: probability distributions of Melbourne’s criteria for environmental wind
conditions for daylight hours for a turbulence intensity of 30% and G = 2u, after
Melbourne (1978).
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Location Probability of exceedance of Ujycur
Main Streets 15%
Secondary Streets 25%
Parks 10%

— San Francisco has adopted a very strict wind ordinance; they use V* = 42 km/h with P (>V°) =
0.01% as safety criterion; this is significantly lower than that proposed in most of the current
literature.

— New York has strict air pollution standards, which tend to work against guidelines for the
pedestrian wind environment; only 30% of new developments have to go through a review
process.

— Boston Planning Department specifies that a wind tunnel study is required to assess wind
environmental conditions near new developments for the following cases:

i. for any new building taller than 100 ft and at least two times taller than its adjacent
buildings

ii.  for other buildings in special circumstances
As it is always the case with any adoption of code provisions or changes, passing legislation
regarding pedestrian wind conditions is always problematic. It is worth mentioning that a new wind
ordinance has been approved in the Netherlands only recently after several years of intense efforts by
several experts, architects and engineers. Table 4 summarizes the code criteria in terms of hourly
averaged wind speed at pedestrian level. As an indicator of wind comfort, the code uses a threshold
wind speed of 5 m/s; threshold for danger is 15 m/s. Grades of comfort are introduced related to the

probability that a threshold wind speed is exceeded (Willemsen and Wisse, 2007).

Table 4: criteria for wind comfort and danger in NEN 8100, after Willemsen and
Wisse (2007).

Wind comfort

Activity area

P(Vis>5m/s) in % h Grad
Vis ) in % hours per year rade Traversing  Strolling Sitting

<25 A good good good
2.5-5.0 B good good moderate

5.0-10 C good moderate poor

10-20 D moderate poor poor

>20 E poor poor poor

Wind danger
Limited risk 0.05-0.3 % hours per year
P(Vis>15 m/
(Vis ) Dangerous > 0.3 % hours per year

4. EXPERIMENTAL PROCEDURE: WIND TUNNEL APPROACH

As mentioned previously, the flows around buildings even in simple surrounding environments, let
alone in complex urban settings are still extremely difficult to predict by computational methods.
However, the testing of scale models in a boundary layer wind tunnel capable of simulating the
mean-velocity profile and turbulence of the natural wind has been shown to be a very effective
method of prediction by comparison with respective full-scale data. The wind-tunnel model typically
includes all buildings in the surrounding landscape; thus, their effect is automatically included. Both
existing conditions and those with the new building(s) in place can be readily measured, thus
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allowing the impact of the new building(s) to be identified. Furthermore, the effects of changes to the
building itself, or to landscaping, can also be studied, particularly where undesirable wind conditions
are found.

A typical set up of a wind-tunnel model in a boundary-layer wind tunnel is illustrated in Figure 9.
The building itself and the model of its surroundings are mounted on the wind-tunnel turntable, which
can be rotated to allow various wind directions to be simulated. Typical model scales for large
buildings are in the range of 1:200 to 1:500. Larger scales have been used for smaller buildings. The
model of surroundings enables the complex flows created by other buildings near the study building
to be automatically included in the tests. However, it is also essential to create a proper simulation of
the natural wind approaching the modeled area. The requirements for modeling the natural wind in a
wind tunnel are described in the ASCE (1999). In typical wind tunnel tests, the airflow speed above
the boundary layer is in the range 10 to 30 m/s.

Figure 9: typical wind tunnel set-up for a pedestrian wind assessment study.

The process followed in the experimental approach consists of the following steps:
Meteorological records
Wind tunnel testing
Combination of (1) and (2)
Comparison with comfort criteria
. Remedial measures

The wind tunnel testing considers current conditions and those with the proposed development. Of
course, the anticipated wind speeds are based on statistical expectations and actual wind conditions
during a particular storm may be different. Future building developments in the surrounding area
may also affect the pedestrian wind environment, but this has not been considered in the present
study.

R

5. COMPUTATIONAL PROCEDURE: CFD

In Computational Wind Engineering (CWE) the computer essentially replaces the physical
simulation in the boundary layer wind tunnel, at least in principle. CFD methods involve very large
amounts of computation even for relatively simple problems and their accuracy is often difficult to
assess when applied to a new problem where prior experimental verification has not been done.
Castro and Graham (1999) summarized the concerns expressed with respect to these issues. However,
there have been cases for which the application of CFD methodologies appears to give somewhat
satisfactory responses. These are cases requiring the determination of mean flow conditions and
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pressures, i.e. those related primarily with environmental issues. Typical problems of this category
include but are not limited to pedestrian level winds, snow dispersion and accumulation, dispersion of
pollutants in the near-building and/or urban environment, ventilation and the like. There is increasing
evidence that for such problems CFD-based techniques may provide adequate responses — see
Stathopoulos (2002).

Pedestrian-level winds can be described quite adequately in terms of mean velocities in the
presence and absence of a new building within a specific urban environment. Although it can be
argued that pedestrians are mostly affected by gust effects and mean wind speeds may not be
sufficient to produce satisfactory results, the fact remains that several major cities require only the
satisfaction of certain mean (sustainable) speeds with a specified probability of exceedance. A
number of recent computational studies for the evaluation of pedestrian level winds and the
comparison of their results with respective experimental data are described in the following
sub-section. The process of comparison between computational and experimental results has already
been challenged and appears problematic on its own. For instance, is it more meaningful to carry out
point-by-point comparisons or does it make more sense to examine pedestrian-level wind speeds
affecting a particular zone or area of influence for a specific activity within the urban environment?
Furthermore, and after due consideration to the fact that pedestrian level wind speeds measured in the
proximity of buildings, i.e. in areas of high turbulence, are not very accurate, it may be conceivable
that “errors” in the results might be better described in terms of their impact on design decisions.
Clearly, this may be more reasonable, at least in the context of engineering perspective. More details
and specific comparison case studies can be found in Stathopoulos (2006).

Mochida and Lun (2008) carried out an excellent review of the CWE advances in the area of wind
and thermal environment in Japan. The study suggested that CWE has grown from a tool for analysis
to a tool for environmental design.

6. OUTDOOR COMFORT ISSUES

Outdoor human comfort in an urban climate depends on a wide range of weather and human factors.
Studies have shown integrated effects of wind speed, air temperature, relative humidity and solar
radiation on the human perception, preference and overall comfort in an urban environment. Some
analysis of these issues has been presented in the ASCE (2003). Furthermore, the studies by
Nicolopoulou et al. (2001; 2002) also address the influence of microclimatic characteristics in
outdoor urban spaces and the comfort implications for the people using them. A significant
characteristic is the psychological adaptation, which has also been addressed. An equivalent
temperature has been defined and related to the outdoor human comfort by considering
acclimatization and other bio-meteorological principles (Stathopoulos et al. 2004; Zacharias et al.
2001). However, the implications of this approach are far fetching and the overall assessment
problems are still quite intriguing. Some basic ideas are presented in this paper.

Temperature and relative humidity

Both can have a significant impact on a person’s comfort, since sensation of comfort in cold
conditions is linked to the heat balance of the human body, i.e. the balance of heat generated by
metabolic processes and heat lost by conduction, convection, radiation and evaporation. In
convective and evaporative losses, the effects of temperature and humidity are closely linked with the
wind conditions and cannot be treated in isolation from wind speed. This is why, for example, in the
colder regions of Europe and North America, the wind chill equivalent temperature is used to provide
a more meaningful description of how cold weather will really feel, rather than simply giving air
temperature. The equivalent temperature is obtained by calculating the temperature in standard wind
(set at 1.8 m/s =4 mph) that would give the same rate of heat loss from exposed skin at 33°C as occurs
in the actual wind and temperature conditions. Generally, in cold conditions, humidity is low and has
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little direct effect on thermal comfort, although there may be indirect effects, such as humidity
changing the insulation value of clothing. In hot conditions, the human body needs to increase heat
losses to maintain thermal comfort. This is largely achieved by reducing clothing and through
sweating and the corresponding heat losses associated with the latent heat of evaporation. Since the
efficiency of evaporation is decreased as the relative humidity of the air increases, the relative
humidity becomes a much more important parameter in hot climates. Also, since the efficiency of
evaporation is increased with wind speed, in cold climates it is often desirable to reduce wind speeds
but the opposite is sometimes the case in hot climates. The well-known Humidex is an effective
temperature, combining the temperature and humidity into one number to reflect the perceived
temperature and to quantify human discomfort due to excessive heat and humidity. In general, almost
everyone will feel uncomfortable when the Humidex ranges from 40 to 45, and many types of labor
must be restricted when the Humidex is 46 and higher. The incorporation of relative humidity effects
into the overall assessment of thermal comfort is discussed in Stathopoulos et al. (2004).

Solar radiation

Any assessment of thermal comfort must account for the effects of sun/shade conditions. The
angle of the sun, the amount of radiation absorbed by clouds, dust and particles in the atmosphere, and
the sun light absorbed and reflected by buildings need to be taken into account.

Precipitation

In heavy rain conditions, people are less likely to be outside, thus their wind and thermal comfort
will usually be less critical compared with other microclimate factors. However, it may be of interest
to evaluate how far under a sheltering canopy roof the precipitation will infiltrate and how often this
will happen. Dampness of clothes may also be of interest because it will affect thermal comfort.

A working group of the International Society of Biometeorology has attempted to work on a new
standardized universal thermal climate index (UTCI), which can also be used in the development of a
criterion for human outdoor comfort (Hoppe, 2002). An example of application of such an approach
is shown in Figure 10 taken from Stathopoulos et al. (2004). The dependence of the overall comfort is
expressed on the basis of a group of survey respondents as a function of the difference of two
equivalent temperatures: one based on the weather norm, Te,n and the other based on the actual
outdoor conditions, Te,a. Equivalent temperatures take into account the effect of relative humidity
and solar radiation as well. It should be noted that (Te,a — Te,n) is the most influential factor on the
overall comfort of the respondents.
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Figure 10: overall comfort example in terms of equivalent temperature difference,
after Stathopoulos et al. (2004).
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Figure 10 shows that (1) most comfortable conditions occur when the equivalent temperature
difference is about 5°C, which may be attributed to the preference of local residents for higher air
temperature as well as the temperature difference between an urban environment downtown and the
airport; (2) lower comfort occurs with a negative temperature difference, or when the actual
equivalent temperature is lower than the norm; and (3) if the temperature difference is beyond a
certain limit, say greater than 10°C, less comfortable (overall comfort < 1) outdoor conditions may be
perceived, although more field data are necessary to confirm this observation. At present, it is still
considered premature to draw a curve for a definite mathematical relationship of overall comfort and
equivalent temperature difference.

7. CONCLUDING REMARKS

This paper dealt with the aerodynamics of pedestrian level wind conditions, their experimental and
computational assessment in the urban environment, as well as with the criteria used for outside
human comfort in different parts of the world. Particular emphasis has been placed on the
state-of-the-art and the current capabilities of Computational Wind Engineering to determine at least
mean values of wind speeds in the vicinity of buildings in urban areas. An approach towards the
establishment of an overall comfort index taking into account, in addition to wind speed, the
temperature and relative humidity in the urban area under consideration was presented.
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ABSTRACT

This paper reviews studies of the interaction of the wind and the ocean and the consequent landfall
of strong winds that bring devastation to coastal regions. Such studies have typically concentrated on
wind-wave interaction over deep water which is now reasonably well understood. However wind
flow over near-shore shoaling waves and the transition to flow over land with consequent terrain and
topography changes remains an area of fruitful research. Some recent studies on this topic are
discussed.

1. INTRODUCTION

Almost three-quarters of the earth’s surface is covered by water, and a large proportion of the world’s
population lives in close proximity to a shoreline. Recent migration patterns indicate a further
concentration of coastal populations. In the US alone, over 35 million people currently live in
hurricane prone coastal regions stretching from Texas to North Carolina. Hurricanes, Typhoons and
Cyclones all develop and mature over the ocean, fed by heat exchanges. These major wind storms
generate hazards that include strong winds, intense rainfall, and ocean flooding, termed storm surge.
Storm surges arise from the combination of forcing from wind, waves and low atmospheric pressures.
While wind is structurally destructive in the short term, the greatest casualties and infrastructure
damage frequently arise from coastal flooding due to storm surge. Storm surges become particularly
damaging if sufficiently large to enable waves to breach coastal defenses and in combination with
peak tides. Recent tragedies, such as Hurricane Katrina which saw the inundation of New Orleans
and surrounding areas and led to the loss of some 1300 lives and an estimated $150 billion economic
loss, illustrate the disasters that await low-lying coastal populations (Pielke et al. 2008). Furthermore,
global warming may led to an increased frequency and intensity of these extreme storms.

Clearly the influence of wind on water and vice versa has a major influence and impact on human
activity and mitigating this impact is a major component of building resilience in communities. This
requires, in part: more accurate ocean wave models, hurricane storm surge-, track-, and intensity
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forecasts and, appropriately conservative loading codes (eg., American Society of Civil Engineers,
ASCE 7-05) for structures built along the coast.

Of the major hazards associated with landfalling tropical cyclones, storm surge arguably has the
greatest potential to cause catastrophic social and economic impacts. Hurricane storm surge is the rise
in water level associated with a tropical cyclone, plus tide, wave run-up, and freshwater flooding
(Harris 1963). Historically, the majority (approximately 90%) of all hurricane-related fatalities in the
US are due to storm surge (American Meteorological Society 1973). Storm surge and wave forecasts
are an important component of disaster mitigation strategies since local, state, and national agencies
depend on accurate forecasts to prevent loss of life by evacuating vulnerable areas prior to landfall or
in providing appropriate storm shelters. Although Hurricane Katrina (2005) is one of the classic
examples of the devastation wrought by storm surges, a more recent, less catastrophic event, occurred
during Hurricane Ike (2008). Ike made landfall in Galveston, TX with a maximum high water mark
of 5.3 m collected by the Federal Emergency Management Agency (FEMA) in Chambers County.
Ike’s surge devastated structures on Galveston Island and the Bolivar Peninsula — Berg (2009)
estimated total property damage at around $19 billion (2008 USD, fourth costliest hurricane). At least
12 fatalities were directly caused by intense storm surge flooding on Galveston Island and the Bolivar
Peninsula. Unique data from this storm will be presented later in this paper. In the following sections
previous research in wind-wave interaction will be summarized, recent studies highlighted and
priorities for future research efforts established.

2. REVIEW

While storm surge events associated with tropical disturbances are fairly ubiquitous around the
world, the near-shore wind forcing mechanisms that, in part, drive the rise in mean water level are not
yet well understood. Field measurements of wind and waves in the near-shore environment are a vital
asset in the prediction and mitigation of hurricane landfall impacts, but there exist few dense
near-shore time series of these important properties (e.g., wind speed and direction, wave height,
storm surge, etc). This is primarily due to the episodic and uncertain nature of hurricanes (e.g., Wright
et al. 2001) and the profound difficultly in conducting in situ measurements (Csanady 2001). Hence,
the majority of previous research studies have been conducted in weak to moderate wind regimes 5 <
Uio< 25 m/s and are limited to: (1) field measurements made in deep water in the open ocean (e.g.,
Smith 1980; Large and Pond 1981; Yelland and Taylor 1996), (2) field measurements in lakes (e.g.,
Donelan 1982; Atakturk and Katsaros 1999), (3) laboratory measurements (e.g., Banner 1990; Gong
et al. 1999), and (4) theoretical studies valid over deep water (e.g., Bye and Jenkins 2006) — all in
weak to moderate wind regimes (where Ulois the standard 10 m reference height mean wind speed set
by the World Meteorological Organization, WMO). The near-shore region is herein defined as the
zone extending from the shoreline outward to where the waves begin feel the affects of the sea floor.

The first measurements of air-sea momentum flux across the air-sea interface in deep water in
hurricane conditions were obtained shortly after the turn of the 21st century. Our understanding of
this exchange has been limited in some regards by the requirement of technologically advanced and
rugged instruments needed to make these measurements. Recently, Powell et al. (2003), Black et al.
(2007), and Jarosz et al. (2007) made deep water, open-ocean measurements of air-sea momentum
flux in strong winds associated with hurricanes. Wind stress or momentum exchange is described in
terms of a surface drag coefficient Cp. Donelan et al. (2004) performed laboratory measurements of
Cp in simulated hurricane force winds. Results indicate that the 10 m surface drag coefficient
increases with wind speed for weak to moderate winds, but reaches a limiting value in strong winds:
Cp=0.0025 at winds of 33 m/s (Powell et al. 2003; Donelan et al. 2004) and Cp~ 0.0018 at 22-23 m/s
(Black et al. 2007). Results from these studies have changed our understanding of drag coefficient
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behavior in hurricane force winds in deep water; however, a lack of extreme wind data and wave
behaviour in near-shore water remains.

It is well known that wave interaction with the bottom topography (i.e., bathymetry) causes wave
conditions in shallow water to be markedly different to those in deep water. This region is
characterized by a rapidly changing water surface profile due to wave shoaling and breaking
transformation processes (Thornton and Guza 1982; Holman and Sallenger 1985; Dean and
Dalrymple 1991; Holland et al. 1995). Wave shoaling is the process whereby waves entering shallow
water slow down, become steeper, and increase in height due to interaction with the sea floor.
Depth-induced wave breaking occurs when the wave amplitude reaches a critical point and the crest
of the wave overturns due to the water velocity exceeding the reduced wave celerity in the shoaling
region. Although yet to be determined, the surface drag coefficient in this region is hypothesized to
be significantly larger than in deep water due to: (1) decrease in the wave phase speed cp, defined as
the speed at which an individual wave propagates, (2) increase in wave height and steepness in the
shoaling region and at the onset of wave breaking, (3) rapidly varying surface wave field, (4) waves
may not align with the mean wind near the shore, and (5) broken waves can cause an increase in the
local sea surface roughness past the initial breaking region.

Waves that propagate into a region of variable depth will undergo refraction. This leads to
irregularities in the surface wave field (increased roughness) along the coast (Munk and Traylor
1947). Therefore, estimation of near-shore surface stress requires knowledge of the sea (wave) state.
In a laboratory study, Banner (1990) found that there was up to a 100% increase in wind stress over
actively breaking waves compared to waves of similar steepness just prior to breaking (‘incipient’
breaking waves). Other laboratory experiments have also observed increased surface stress above
breaking waves (e.g., Banner and Melville 1976; Kawamura and Toba 1988; Reul et al. 1999). Based
on the wave transformation processes listed above, the deep water surface drag coefficient is likely to
underestimate near-shore wind stress and thus hurricane storm surge at the coast (particularly over
wide shallow shelves such as those in the Gulf of Mexico).

Anctil and Donelan (1996) made some of the first measurements of Cp, for waves progressing from
deep water to the shoreline. Specifically, they determined drag coefficients over offshore, shoaling,
and breaking waves in Lake Ontario, Canada, and found that deep water waves exhibit less drag than
both shoaling and breaking waves. For wind speeds of around 14 m/s Anctil and Donelan (1996)
estimated shoaling wave drag coefficients to be on the order of Cp= 0.0028, roughly 40% higher than
offshore (deep water) values. Their results support the statements above that the near-shore region is
rougher than offshore. Powell (2008) is currently working to compile near-shore (defined by Powell
as water depth less than 50 m) dropsonde data to evaluate drag coefficient behavior. Although, his
work requires more observations before definitive conclusions can be made, preliminary findings
suggest that Cp does not reach a limiting value for wind speeds up to 33 m/s. A limited number of
dropsondes (nine) in winds speeds above hurricane force (mean wind speed of 39.6 m/s) indicate that
this region is much rougher with Cp =~ 0.0032. Additional work is greatly needed to supplement
previous and ongoing research efforts.

Near-shore wind stresses cause wind setup, which is a rise in the still water level (the level that the
sea surface would assume with high frequency motions such as wind waves averaged out, SWL) at
the downwind shore (Harris 1963). In a strong onshore wind regime, it is obvious that wind setup is a
significant contributor to the total storm surge. At present, near-shore wind stress in strong winds is
not known — the common practice is to adopt deep water estimates of Cp for storm surge modeling
and analysis (e.g., Westerink et. al. 2004). In addition to the large differences in maximum surface
elevation that arise due to the many deep water parameterizations that exist (Weaver 2004),
near-shore drag is currently not taken into account. Most likely this does not allow for reliable
estimation of the shoreline setup (IPET 2006b). Due to the aforementioned differences, the wind
driven component of storm surge will likely be underestimated using this technique, particularly in
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strong onshore winds. This ultimately results in inaccurate forecasts and thus the lack of or inaccurate
warnings being issued to communities. Using model hindcasts for Hurricane Katrina, the ADCIRC
storm surge model still had an average absolute error of 0.4 m (IPET 2006b), which is likely much
lower than the average prediction error.

There is also a need for measurements of near-shore drag to clarify the debate on the ASCE wind
load standard. Prior to the work of Vickery and Skerlj (2000) the roughness length in hurricane prone
regions was set at zo= 0.003 m (Exposure D). Using limited data Vickery and Skerlj (2000) argued
that near-shore drag is greater than previously believed, and their work resulted in the standard being
changed to zo=0.03 m (Exposure C). It is anticipated that the upcoming version ASCE 7-10 will most
likely defer back to Exposure D in the hurricane prone region (D. A. Smith personal communication).
A comprehensive dataset in the near-shore region during hurricane conditions is needed to resolve
this debate. The ultimate purpose is to keep coastal structures safe from wind failure, while providing
the most economical solution.

3. BACKGROUND

3.1 The Atmospheric Boundary Layer

Although the earth’s atmosphere reaches about 150 km, the effects of the earth’s surface are typically
felt within the lowest 2 km (or less) of the troposphere (surface to roughly 11 km) referred to as the
atmospheric or planetary boundary layer (ABL or PBL, Stull 1988). The ABL is usually
characterized by turbulence, defined as random or irregular fluctuations (gustiness) superimposed on
the mean wind (characterized visually by atmospheric swirls called eddies). The instantaneous wind

speed U is comprised of mean - U and fluctuating - w components of velocity (e.g., U= U + w).
Over a flat homogeneous surface, turbulence is caused by friction between the air and the surface
over which it is flowing (frictional drag). Mechanical turbulence is also generated via interaction of
air flow with objects (e.g., trees, structures) and/or the underlying topography (characterized by
elevation, slope, and orientation of terrain features) on the earth’s surface. Turbulence generated in
this manner is referred to as form (pressure) drag. In other words, form drag is produced by the
eddying motions that are set up by air flow passed a body immersed in this flow. Thermal turbulence
is caused by localized differential (solar) heating of the earth’s surface, resulting in buoyant
convective processes. Convective sources include heat transfer from the ground to the air (producing
thermals of warm rising air), and radiative cooling from the top of the cloud layer to the ground
(generating thermals of cold sinking air, Stull 1988). The largest energy-carrying eddies are on the
order of boundary layer depth, roughly 0.1-3 km in diameter (Stull 1988). The smallest eddies feed
off the larger ones and are a few millimeters in size. They contain very little energy and are dissipated
into heat by viscosity. In general, turbulent eddies are what allow the boundary layer to respond to
changes in surface forcings.

It has been documented in the literature that flow characteristics within the atmospheric boundary
layer are influenced by thermal stratification and horizontal density gradients (e.g., Deardorff 1968;
Stull 1988), termed atmospheric stability. It is generally defined as the atmosphere’s resistance to
vertical motion. The stability of the atmosphere can be classified as: stable, neutral, unstable, or
conditionally unstable. Stability of an atmospheric layer is determined by comparing its change in
temperature with height (environmental lapse rate) with either the saturated or dry (9.8°C / 1000 km)
adiabatic lapse rates. The saturated lapse rate depends on moisture content, but is typically around
5°C/1000 km. The boundary layer is said to be neutral in absence of buoyancy and significant
variations in density. This typically occurs in strong winds, overcast skies, or when there is negligible
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temperature advection. More precisely, in a neutral atmospheric boundary layer (NABL), shear
production of turbulent kinetic energy is much larger than buoyant production (Stull 1988). In
absence of convective processes, a NABL is observed when wind speeds are > 8 m/s (e.g., Vega
2008).

For aerodynamically rough flow (discussed below), the NABL can be divided into two principle
regions: surface (inner) and Ekman (outer) layers. The Ekman layer is a hypothetical layer where
surface friction and small eddies (local turbulence) cause cross-isobaric winds on a rotating planet
(Stull 1988). Lengths in this region are typically characterized by the gradient height zg or the
boundary layer thickness 8. The bottom 10% (tens of meters thick) of the NABL is termed the inner
layer (e.g., Simiu and Scanlan 1986; Stull 1988; Holmes 2001). In contrast to the Ekman layer, the
surface layer is primarily dependent on surface roughness characteristics and the affect of earth’s
rotation on this layer is negligible. This region is also termed the constant shear stress layer, as there is
fundamentally a constant momentum flux. Lengths in this layer are scaled by the roughness length zo,
which characterizes the size and shape of the roughness elements. It provides a measure of the
upwind terrain roughness as experienced by the surface wind. Physically, zo represents the
near-surface eddy size and mixing length, and thus is a measure of the effective roughness of the
underlying surface (Atakturk and Katsaros 1999).

The surface layer can be further broken into the interfacial (roughness) and inertial sublayers. The
inertial sublayer is the overlap region between the outer and inner layers, and is where the universal
surface layer profile is valid. Adjacent to (and within) the surface roughness elements, is a region
known as the roughness sublayer. This region is where the universal surface layer profile forms
(Garratt 1992). Here, turbulence and wind speed profiles are directly affected by the surface. For
aerodynamically smooth flow, this region is termed the viscous sublayer, as molecular transfer is
important.

The roughness Reynolds number Rer, first introduced in the classic pipe flow study by Nikuradse,
can be used to characterize the roughness of the surface elements (e.g., Garratt 1992; Kraus and
Businger 1994). The roughness Reynolds number is defined as:

Re =0 (1)

where p, , v, is the air density and kinematic viscosity and u. = /7, / p, is the friction (shear) velocity

with 7o the surface shear stress. Rerhas similar meaning to the classic Reynolds number — it provides
a measure of the ratio of inertial to viscous forces, and ultimately characterizes the flow as: smooth,
transitional, or rough. For aerodynamically smooth flow, surface shear stress is supported by viscous
shear and the flow is not affected by the roughness elements on the surface. However, if the flow
regime is considered aerodynamically rough, inertial forces dominate and viscous effects are
insignificant (i.e., the flow is independent of Reynolds number). Nikuradse found air flow to be
smooth for Rer< 0.13 and rough for Rer> 2.5. These limits were demonstrated in other classical
studies (e.g., Sutton 1953), and more recently by Kraus and Businger (1994) and ASCE (1999). Wu
(1980) suggested slightly different transitional flow limits 0.17 < Rer<2.33. Over the sea surface the
flow is considered aerodynamically rough if Rer > 2.0 (e.g., Fairall et al. 1996; Zilitinkevich et al.
2001).

It has long been observed that wind speed is typically slowest near the earth’s surface and increases
with height (e.g., Blackadar and Tennekes 1968; Tennekes and Lumley 1972; Tennekes 1973). This
is because air movements located within the ABL are complicated through the existence of
temperature gradients caused by differential heating of air in contact with the surface, the influence of
friction drag, and the topography of the earth’s surface. These factors cause a reduction in the
magnitude and changes in direction of the mean wind velocity. The reduction in wind speed near the
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surface is primarily a function of surface roughness. At the surface frictional drag causes the wind
speed to be zero due to the ‘no-slip’ boundary condition, and pressure gradient forces cause the wind
speed to increase with height. The no-slip boundary condition states that the tangential component of
the wind velocity as the surface must be zero (since the earth’s surface is not moving) and that the
normal component must also be zero since the surface does not deform. This is not the case for flow
over water, where there can be a velocity jump across the fluid/fluid interface.

The mean velocity profile (change in wind speed with height) is approximately logarithmic in
nature, especially in extreme winds associated with tropical cyclones (NABL, ignoring any
microscale or mesoscale aspects of weather). The most accurate mathematical representation of the
vertical distribution of wind speed within the surface layer in neutral conditions is the logarithmic law
(Holmes 2001). The log-law is based on the flat plate boundary layer theory of Prandtl (Schlichting
and Gersten 2000):

U(z) = t{lm(z; dﬂ )

where £ is the von Karman constant (determined experimentally to be £ =~ 0.40 + 0.01) and d is the
displacement height (plane). The misconception that zo is the height of zero wind, is only valid in an
algebraic sense (see Eq. 2). Wieringa (1993) stated that this relationship to be valid within a few
meters of the earth’s surface to 50-100 m in homogeneous terrain, but is dependent on surface
roughness and wind speed.

Due to air flow modification by the ground surface, the near-surface lower boundary condition
requires an additional parameter to consider - d. The displacement height is a vertical offset of the
logarithmic law wind profile due to the boundary condition on wind speed (Jackson 1981). By
definition, this height sets up where the wind velocity extrapolates to zero. This height needs to be
considered over terrain such as tall crops, forests, and ocean waves, since wind flow is displaced
upward, producing an ‘effective ground level’. The displacement height is typically determined by
the generic formula:

d=ah 3)

where 4, is the roughness height of objects and a is a coefficient determined by the wind profile.
Jackson (1981) provided sufficient results from prior studies using bluff body shapes (which had
fixed dimensions) that indicted & = 0.7 was a good approximation for a large range of roughnesses.
Wieringa (1993) provides a summary of zo and d values for a wide range of surfaces. Bourassa (2006)
determined a displacement height that corresponds to 80% of the significant wave height (d = 0.8Hs).
However, this is dependent on wave characteristics, and for studies over waves the displacement
plane has typically been placed at the still water level (SWL) (Tseng et al. 1992). For completeness,
if the boundary layer is not considered neutral, Monin-Obukhov (MO) similarity theory predicts that
mean gradients in the surface layer are universal functions of the MO length L (Stull 1988).

3.2 The Marine Atmospheric Boundary Layer

The marine atmospheric boundary layer (MABL) is at the heart of understanding air-sea interface. In
the marine environment, reduction in wind speed near the surface is primarily a function of the wave
characteristics. In the MABL, surface shear stress is controlled by surface roughness, which is
influenced by wave steepness, surface current velocity, wave characteristics, the wind profile, and
surface current speed and direction (Powell et al. 2003). Under neutral stability and growing seas
(wind has just begun to act on the ocean surface to develop waves) the MABL is similar to that over
land (i.e., consisting of surface (inner) and Ekman (outer) layers). The datum plane is typically placed
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at the SWL. Along with atmospheric stability, the MABL is also dependent on parameters of, or
related to, sea state. (e.g., Kitaigorodskii and Volkov 1965; Hsu 1974; Donelan 1982; Taylor and
Yelland 2001). Sea state is the condition of the ocean surface relative wave characteristics at a given
time and place, such as wave period and wave height. Generally speaking, the mean wind velocity
profile in the MABL is logarithmic, but the height at which the log-law becomes valid depends on the
wave characteristics.

Sjoblom and Smedman (2003) determined that MO theory is not applicable in regions of the
marine surface layer where air flow is influenced by ocean waves, generation of wave-induced
circulations, or other wave-induced forcing (e.g., Edson et. al. 1999; Atakturk and Katsaros 1999;
Sjoblom and Smedman 2002). Wave influence on the turbulent structure of the MABL was first
identified by Volkov (1970). The atmospheric layer where surface waves have a direct influence on
the structure of the boundary layer is typically referred to as the wave boundary layer (WBL). The
WBL is dependent upon the degree of wave field development. Sjoblom and Smedman (2003)
divided the WBL into three layers (under near-neutral conditions) that are dependent on wave state:
(1) wave influenced (bottom, level 1), (2) transition (middle, level 2), and (3) undisturbed (top,
constant stress, level 3) layers. MO theory is not valid in the wave influenced or transition layers but
is assumed valid above these regions where a normal MABL structure exists. For growing seas a
logarithmic wind profile exists (similar to that over land), as the profile is essentially undisturbed by
the waves (i.e., no WBL). However, during strong swell (long-wavelength surface waves outside the
generating area) the wave influenced layer can extend to considerable heights affecting wind
measurements. For mature seas a transition layer separates the wave influenced layer (shallower than
during swell) from the ordinary surface layer. Typical heights for the layers are: level 1 around 10 m
or below, level 2 from level 1 up to about 19 m, and level 3 from level 2 up to near 26 m (Sjoblom and
Smedman 2003).

3.3 Classification of air flow regimes

Regardless of the underlying surfaces (e.g., waves, buildings, hills) acrodynamic rough flow over an
array of such objects can be classified into three categories: isolated roughness flow, wake
interference flow, and skimming flow. Morris (1955) was arguably the first person to study various
flow classifications (he studied flow in rough conduits). More recently, Oke (1988) examined the
various flow types using urban street canyons. Over a single building immersed in boundary layer
flow there are three disturbed regions (mean wind direction is normal to the long axis of the building).
Upstream of the building, a vortex forms in front of the windward face. This is due to downwash and
is dependent on building height. Behind the building is a vortex caused by flow air flow separation
from the sharp bluff edges of the building roof and sides. Further downstream of the building is its
wake, characterized by increased turbulence and slower horizontal wind speeds than the undisturbed
flow (flow prior to interacting with the building).

For an array of buildings (or other objects), flow types are dependent on spacing and height
(Stuckley 2003). If the buildings are sufficiently far apart that the wake and vortex at each building
are completely developed and dissipated before the following building is reached, the flow is
classified as isolated. Essentially the flow acts as if there was only a single object immersed in the
flow. As the buildings get closer together, the leading and trailing vortices at each element are
disrupted, resulting in complex vortex interaction and turbulent mixing. Wake interference flow is
characterized by secondary flow in the canyon space, where the downward flow of the eddy in lee of
the building is reinforced by the eddy associated with downwash on the windward face of the
following building. When the canyon gets very narrow, only a single vortex exists in the cavities
(skimming flow). The bulk of the flow does not enter the canyon and basically moves from rooftop to
rooftop, generating quasi-smooth flow.
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Flow classification over waves (or hills) is somewhat different (Fig. 1). This is because waves are
continuous, in that there is no ‘flat’ space between them. Isolated roughness only occurs for very
shallow waves. For this case, the flow remains attached along the wave profile. As wave steepness
increases (H/L), the flow will separate at some location downwind of the wave crest (wake
interference flow). As shown in Fig. 1b, a vortex is generated within the separation flow region. The
flow reattaches at some point on the following wave. For skimming flow the waves are very close
together (i.e., steep waves), and the flow basically skips from crest to crest, bypassing the troughs. In
general, the skimming flow regime is relatively smooth compared to other flow regimes, as the wave
surface is sheltered.
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FIG. 1. Schematic diagram of the flow regimes over waves: (a) isolated roughnesé flow, (b) wake interference flow, (c)
and skimming flow.

3.4 Aerodynamic Drag Coefficient

The horizontal component of the wind acting on the sea surface leads to wind stress or, in other
words, the vertical transfer of horizontal momentum. The surface momentum flux (wind stress) at the
air-sea interface is critical for modeling oceanic and atmospheric circulation. Wind stress over the
ocean Ty, is formally defined as the retarding force per unit area exerted by the sea surface on the flow,
and is typically described in terms of a 10 m surface drag coefficient (Simiu and Scanlan 1986):

7, =p,CoU = pu’ @)

Rearranging Eq. 4 the 10 m surface drag coefficient can be defined in terms of u«, or the aerodynamic
roughness length z, (utilizing the log-law):

2
2
C,= [u*] or C, = k &)

ln(l 0 j
Z{I

The drag coefficient can be thought of as a measure of sea surface roughness in the marine
environment (Bye and Jenkins 2006) and is a function of sea state, atmospheric stability, and wind
speed (Donelan et al. 2004). Onshore and offshore wind directions have also been shown to affect Cp
(e.g., Geernaert and Smith 1997; Vickers and Mahrt 1997; Feddersen and Veron 2005). Deardorff
(1967) derived an equation for the total drag coefficient acting on a wave field:
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where n is the sea surface displacement from the SWL, p, is atmospheric pressure at the air-sea
surface, L, is the dynamic viscosity of air, and the overbar represents horizontally averaged quantities
over many wavelengths. Deardorff (1967) states that the lowest height z at which u+, (and Eq. 6) can
be evaluated is at the highest wave crest. According to Eq. 6, the total drag coefficient is
mathematically described as the sum of form drag Cpr, and skin friction drag Cps. The latter is related
to the vertical wind shear and Cpris dependent on resolving the pressure field relative to the wave
slope. For convenience, the total drag coefficient will hereafter be referred to without the word ‘total’
(and Cprand Cps will continue to be referred to using their full names). Kudryavtsev and Makin
(2007) separated form drag into two components t¢= Ty, + Ts. The first term 1, describes the transfer
of momentum from wind to waves on the upwind portion of the wave. Form (wake) drag produced by
air flow separation is described by the second term t, (Kudryavtsev and Makin 2001). It has been
suggested that in hurricane conditions (U10> 33 m/s), wind stress is primarily supported by form drag,
thereby affecting the momentum transfer (e.g., Donelan et al. 2004; Kudryavtsev and Makin 2007). In
these conditions, waves travel at significantly different velocities than the wind, as the wave field
rarely has sufficient time to adjust to the strong wind forcing.

3.5 Estimating the drag coefficient

Determining the drag coefficient is problematical and typically it must be inferred from different
experimental techniques. The most common techniques available are; the profile, eddy correlation,

inertial dissipation, bulk aerodynamic, turbulence intensity, and gust factor methods. Often
laboratory work utilizes the wind profile, eddy-correlation, and turbulence intensity methods while
full scale work employs the turbulence intensity method.

3.5.1 Profile method

The earliest estimates of momentum flux over the sea came from applying the profile method to a set
of wind data (Csanady 2001). This method utilizes the logarithmic law, which is based on the
flat-plate boundary layer theory of Prandtl and von Karman (Schlichting and Gersten 2000). This
method is based of the assumption that a nearly logarithmic mean wind velocity profile exists in the
constant flux layer (u- is approximately constant with height throughout the surface layer) under
neutral stability, horizontal homogeneity, and stationarity. The profile method can only be employed
if the mean wind speed at two or more levels is known. Jones and Toba (2001) suggest using five to
seven levels to reduce random variance and permit detection of systematic error or instrument failure.
Wieringa (1993) suggests that the number of profile levels necessary to calculate zo within a factor of
two is dependent on surface roughness — the number of profiles necessary are > 3 over rough terrain
(zo= 1 m), >4 over moderately rough terrain (zo~ 0.1 m), and > 5 over smooth terrain (zo~ 0.001 m).
In order to obtain reliable wind profile measurements, Wieringa (1993) suggests that the following
criteria must be met: (1) anemometers must be spaced a sufficient vertical distance apart to avoid
interference and far enough away from the mast or boom outside the range of flow distortion of the
structure, (2) anemometers must be precisely calibrated and wind speed data should be averaged over
at least 10 min, (3) observations should be restricted to near neutral conditions or temperature data
should be collected for diabatic profile correction, (4) non-stationary situations should be avoided,
and (5) several independent runs of the experiment must be conducted. Wieringa (1993) states an
experiment’s observation reliability can be considered ‘good’ if all the above criteria are considered
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and ‘acceptable’ if conditions two and three are assured and there is little doubt that the first condition
was neglected.

3.5.2 Eddy-correlation method

The eddy-correlation technique calculates u- using direct measurements of eddy fluxes in
atmospheric surface layer. For this method to be valid, momentum flux must be essentially constant
with height from near the surface to the measurement height. In addition, the flow conditions must be
statistically stationary and homogeneous. Over the sea surface, these conditions are usually met for a
fetch length > 1 km at an observation height < 10 m (Kraus and Businger 1994). This method
requires that the covariance be performed between the vertical w’ and horizontal u’ and v’ fluctuating
components of velocity. As mentioned above, wind speed is commonly decomposed into mean and
fluctuating components — the difference between the instantaneous wind speed U and the mean wind
speed U is the fluctuating component w (i.e., w=U — U ). An advantage of this method is that only
high-frequency wind data at a single level are needed — sonic, propeller-vane, and UVW
anemometers are able to perform these measurements. Several definitions to compute u- exist in the
literature. Using the horizontal Reynolds stress vector to represent surface stress, u- is defined as
(Weber 1999):

Thor = P [(u'w’)Z + (u'v’)z]/z (7

w. = (e 9" =Y + @] ®

where u'w'and u'v' are the surface kinematic momentum fluxes in the x and y directions, respectively
and the overbar denotes a temporal average over a time interval that is stationary. When the Reynolds
stress vector is parallel to the mean wind direction, as in wind tunnel simulations, u- can be defined in

terms of the absolute value of the Reynolds stress vector in the direction of the mean wind typically
1/2

u'w| . Weber (1999) performed least square fits of the logarithmic profile to wind speed data

U, =

collected on a 70 m instrumented tower and compared the results. According to Weber (1999), this
method provides the lowest root mean square (rms) error compared to the other methods available.

3.5.3 Inertial dissipation method

The inertial dissipation technique is an alternative approach of measuring the friction velocity from
high-frequency wind velocity measurements. This method was first suggested as a means to measure
wind stress in the open ocean by Hicks and Dryer (1972), later applied by Pond et al. (1979), and has
most recently been reviewed and evaluated by Edson et al. (1991). The inertial dissipation technique
is most commonly formulated in terms of the spectral density of turbulence in which it is assumed
that a balance between turbulence production and dissipation exists (discussed below). In short,
high-frequency wind measurements are used to determine the energy dissipation rate in the inertial
subrange and thus estimate the turbulent flux of momentum. Fairall and Larsen (1986) suggested a
different formalization of this method based on the turbulence structure functions (Jones and Toba
2001). Kolmogorov hypothesized that the power spectral density Suu(k) of the alongwind component
u beyond the peak of the spectrum in the inertial subrange depends only on the dissipation rate of
turbulent kinetic energy (TKE) € and on the wave number k. The inertial subrange is an intermediate
range of turbulent scales that separates the energy-containing eddies from the viscous eddies in the
dissipating range (Kaimal and Finnigan 1994). Using dimensional arguments, this implies that:
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S,.(k) = Kx 6™ ©

where K is the Kolmogorov constant. Lumley and Panofsky (1964) suggested that this constant has a
value between 0.5 and 0.6 (Kaimal and Finnigan 1994). Using Taylor’s hypothesis of ‘frozen’

turbulence and that wave number « = 21f/U where f is the measurement sampling frequency and

U is the alongwind component mean wind speed the rate of energy dissipation can then be
determined by calculating a mean value of f>*Sui(f) over an appropriate frequency range. It follows
that the wind stress can be found by using the TKE budget. The difficulty of this method is that the
form of these functions are not well known (Fairall and Larsen 1986). However, this methodology of
measuring u- has a distinct advantage over the other methods in that it is relatively insensitive to
platform motion, such as the low frequency oscillations on board a ship. Thus, the majority of the
major open ocean flux datasets were measured in this way (e.g., Large and Pond 1981; Yelland and
Taylor 1996). The weakness of the method is that it is an indirect measure of the momentum flux and
that it relies on a number of assumptions and empirical constants. Specifically, this technique requires
assumptions with regard to the value of the von Karman and Kolmogorov constants and the form of
the dimensionless profile functions. It also assumes a balance between TKE production and
dissipation, which has been shown to be approximately true (Frederickson et al. 1997). To get around
an imbalance between TKE production and dissipation, an ‘effective’ Kolmogorov constant can be
used when employing this method; however, this is also problematic (Frederickson et. al. 1997).
Drennan et al. (1999) found that this method is not valid in the presence of fast moving swells.
Nonetheless, Yelland and Taylor (1996) found that this method yielded estimates of the Reynolds
flux that were in good agreement with direct measurements.

3.5.4 Turbulence intensity and gust factor methods

An alternative way to calculate the drag coefficient is from the gusts in wind observations using either
the turbulence intensity (77) or gust factor (GF) methods. These methods are advantageous to use
when only single level anemometer data is available without knowledge of the lateral, longitudinal,
and vertical wind components (e.g., wind measurements from a single propeller-vane anemometer at
a height of 10 m). The 77 method requires the use of anemometers that are capable of sampling at a
frequency of about 1 Hz or faster. However, the GF method can be applied from maximum gust data
collected at typical weather observing stations. The 77 method is generally preferred over the GF
method, due to the latter method having numerous parameters based on anemometer and equipment
need compute zo; however Barthelmie et. al. (1993) found that these methods provide similar results.
Both methods have gained popularity over the inertial dissipation method, which suffers from much
error.

Turbulence intensity is a measure of the fluctuating component of the wind. Generally speaking, 77
characterizes the intensity of gusts in the flow. It is defined as the ratio of the standard deviation o, of
a given wind speed record to the mean wind speed U . The 77 method is based on two assumptions:
(1) that a logarithmic wind profile exists and (2) that the ratio of the standard deviation of the wind
record to the friction velocity is o/u- = 2.5 (e.g., Beljaars 1987; Barthelmie et al. 1993). Counihan
(1974) found this method is valid in smooth terrain for zo < 0.1 m. Under these assumptions, the
roughness length can be estimated from the total turbulence intensity at height z, as follows:

z, =z, exp| V7] (10)

A second method to determine zo using the GF method is described by Wieringa (1993, 1996), where
the gust factor (GF) is defined as the ratio between the peak and mean wind speeds. In this case it is
important to understand the frequency response characteristics of the anemometers.
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3.5.5 Bulk aerodynamic method

The bulk aerodynamic method for estimating atmospheric parameters only requires that the mean
wind speed be measured to estimate wind stress. Wind speed is typically measured at or translated to
10 m. This trivial requirement makes this technique very attractive in that there is no need for
expensive instrumentation to measure atmospheric turbulence. This method parameterizes wind
stress in terms of the mean wind speed (bulk gradient) and a bulk transfer coefficient for momentum
(Cp). Over the ocean the parameterization of t,, usually takes the form:

7, =p,Co(2U(2)-U,J (11)

where Ueis the mean ocean surface current. Using this method, the bulk drag coefficient is estimated
from linear relationships. Some of the most commonly used linear relationships are shown in Table 1.
Based on these relationships, Cp can be estimated from mean wind speed measurements; however
they are not valid in extreme conditions (e.g., Powell et. al. 2003), as Cp no longer behaves linearly at
wind speeds near hurricane force (tends to plateau or level off and decrease thereafter). During field
experiments it is most often the case that direct measurements of turbulent fluxes are made using
sonic anemometers and the bulk method is not needed to determine wind stress. However, for
modeling and dataset generation purposes it is desirable to use the bulk method. Unfortunately, this
technique is not free from sources of error. Errors in the measurements used to determine the drag
coefficients can inherently cause errors in the bulk wind stress estimate. Another possible error can
result if the atmospheric and oceanic conditions differ from those when the bulk relationship was
established. This particular source of error is difficult to avoid. For example, Frederickson et al.
(1997) note that the sea breeze circulation, frontal passages, differences in the wave field, and wave
field characteristics can result in errors in the bulk wind stress determination.

TABLE 1. Examples of commonly used drag coefficient relationships.

Source Co Wind Speed Range Sea Type
(< 10) (m/s)
Smith and Banke (1975) 0.63 + 0.066U10 2.5-21 Open ocean, shoaling
Garratt (1977) 0.75 + 0.067U10 10-52 Various
Smith (1980) 0.61 +0.063U10 6-22 Open ocean
Wu (1980) 0.80 + 0.065U10 2-22 Various
Large and Pond (1981) 0.49 + 0.065U10 11-25 Open ocean
Geernaert (1987) 0.58 +0.085U10 5-25 Various
Yelland and Taylor (1996)  0.60 + 0.070U10 6-26 Open ocean
Vickers and Mahrt (1997) 0.75 + 0.067U10 4-16 Shoaling
Drennan et al. (1999) 0.60 + 0.070U10 6-14 Open sea

3.6 Parameterizing sea surface roughness

One of the earliest theories of wind stress over water originates from the work of Charnock (1955).
Using a limited dataset collected over a relatively small body of water and dimensional arguments,
Charnock suggested that the roughness length that can be used to determine the mean wind profile
over the ocean is defined as:

2 -2
- Zoptts _ 25, CpUno (12)
g g
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where g is the gravitational constant and zcp (or o) is an empirical constant known as the Charnock
parameter. This equation is assumed valid for a wide range of wind speeds, excluding very low
speeds < 3 m/s where the sea surface is considered aerodynamically smooth (e.g., Yelland and Taylor
1996) or in winds above hurricane force (> 33 m/s) where the sea surface experiences wave breaking,
sea spray, sea foam, etc. The value of Charnock’s constant has been highly debated in the literature
and can vary from 0.01 to 0.02. The most commonly used value of 0.0144 was suggested by Garratt
(1977). This empirical constant has been observed to increase with increasing wind speed and tends
to be site dependent (Yelland and Taylor 1996). The literature has recognized that a constant zcy
should not be assumed as it rarely adequately describes a dataset (Drennan et al. 2005). Numerous
experiments have been conducted since Charnock’s initial attempt to investigate the dependence of
dimensionless sea surface roughness (or drag) on parameters related to sea state. However, no single
parameterization has been successfully developed to determine surface roughness for all possible
circumstances. Kitaigorodskii and Volkov (1965) provided the first attempt to relate zcy to sea state,
and suggested Charnock’s constant is dependent on wave age. Wave age refers to a measure of the
time the wind has been acting on a wave group (ratio of wave phase speed to wind speed). Larger
values of wave age correspond to older, more developed seas whereas smaller values denote younger,
less developed seas. Numerous attempts have been made since (e.g., Geernaert et al. 1986; Toba et al.
1990; Smith 1992; Donelan et al. 1993; Johnson et al. 1998; Oost et al. 2002; Drennan et al. 2003) to
relate zcp to wave age with no definitive conclusions. In a similar fashion, Hsu (1974) and Taylor and
Yelland (2001) attempted to parameterize dimensionless sea surface roughness based on the
steepness of the dominant waves in the ocean. This dimensionless parameter is often given as Hs/Lp
(or H/L in general terms), where Hs is the significant wave height and Lp represents the wavelength at
the peak of the wave spectrum. Drennan et al. (2005) assessed these most recent parameterizations
provided by Taylor and Yelland (2001) and Drennan et al. (2003). They found that the models yielded
different estimates of roughness depending on the sea state. Neither the wave steepness nor the wave
age scalings have the ability to predict all datasets or to describe surface roughness in swell
dominated conditions.

3.7 Types of wind waves and sea state

A sea surface similar to a sheet of glass or mirror-like appearance is a relatively rare sight. Capillary
waves, commonly referred to as ripples, form within a few seconds after the wind starts blowing and
dissipate when the wind stops. These waves are nearly always present and are a result of wind-driven
surface shear stress and hydrodynamic instability. In short, when the wind blows, small atmospheric
eddies very near air-sea interface generate local pressure fluctuations that perturb the water surface,
generating ripples. Capillary waves are defined by their wavelength (< 1.7 mm):

A=21|1 (13)
P&

where v is surface tension and pw is the density of the water (Knauss 1996). The apparent roughness of
the sea surface can be attributed, in part, to these very small waves often superimposed on
wind-driven gravity waves. Ripples continue to grow by direct wind forcing. A shear stress is exerted
on the windward side and flow over the wave induces a pressure differential. Nonlinear growth can
occur from small waves forming on larger waves. Increasing momentum or energy transfer from the
wind to the water surface expands the circular orbits of the water particles in the direction of the wind,
resulting in growth of the wave. Wind (gravity) waves are formed once the wavelength exceeds 1.7
mm. Wind waves are also classified by their period. They have periods ranging from approximately
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3 to 25 s (Resio et al. 2002). In general, the sea grows from short/high-frequency waves toward
longer/low-frequency waves.

The wind and waves are strongly coupled. In moderate to strong winds, waves are irregular (e.g.,
waves of many different wavelengths, periods, and directions) and rapidly evolving (e.g., chaotic
sea), in part, due to interference with other wind-generated waves. Since waves are still growing or
being sustained by the wind, a descriptive term was coined for this phenomenon - ‘windsea’. Waves
in windsea show no consistent wavelength or period. However, ‘dominant’ waves can be observed
with a mean wavelength and celerity. In contrast to swell (described below), windsea and dominant
waves often propagate downwind (Csanady 2001).

Free gravity waves, swell for short, are more or less regular waves free of wind forcing. Swell
forms as waves in the windsea propagate away from their area of origin and disperse or organize
according to direction and wavelength and by nonlinear interaction. In other words, swell is the term
for waves that are not growing or being sustained by the wind, but have been generated by the wind
some distance away and now propagate freely. Swell is characterized by similar wave heights that
move in a uniform directions (which may not align with the wind) and decay much slower than waves
in the windsea. As expected, windsea and swell more often occur together rather than separately
(Csanady 2001; Garrison 2007).

Wind wave development is governed by water depth, wind speed, fetch, and duration. Wind fetch
and duration are defined as the distance over which the wind blows without a significant change in
direction and how long the wind blows, respectively. With an unlimited fetch and duration, wind
speed determines an upper limit for wave height (and wavelength). Water depth is omitted from the
discussion as waves usually form in deep water where there are no restrictions on growth based on
depth. The term sea state is a description of the properties of ocean surface waves at a given time and
place (e.g., wave height and period), and is classified as fully developed, fetch limited, and duration
limited. If the wind blows from a more or less constant direction over a large enough distance and
length of time (independent of fetch and duration), waves will be able to develop fully. Waves in the
fully-developed sea cannot grow any larger even when the fetch or duration are more than the
minimum required for full development and wave height is at a theoretical maximum.

More specifically, the input of energy to the waves from the local wind is in balance with the
transfer of energy, and with the dissipation of energy by wave breaking (steady-state). Partially
developed seas occur when the fetch or duration (or both) are limited, hence the amount of energy
imparted to the waves needed to attain fully-developed does not occur. This results in a limited range
of wavelengths and wave periods. Sea state remains partially developed (limited range of
wavelengths and wave periods) in hurricane conditions, as the wind speed and direction are highly
variable and the fetch is limited (Mitsuyasu and Rikiishi 1978; Csanady 2001; Garrison 2007). The
degree of wave field development is often described by the so-called ‘wave age’ parameter, expressed
as cp/Uroor cp/u- . Wave age is defined as the developmental stage of the sea relative to the current
state of wind forcing (Edson and Coauthors 1999). Wind generated waves will stop growing (Wgrow)
when they reach a wave age of 0.5-0.9 (Dobson 1994; Drennan et al. 1999; Sjoblom and Smedman
2002). Based on the wave age criterion, waves can be classified into three categories (Sjoblom and
Smedman 2002):

» Growing seas: cp/U10 < Wegrow
* Mature or saturated waves: Wgrow < cp/U10< 1.2
e Swell: cp/U10>1.2.

Growing seas are typically observed in hurricane conditions since Uio » cp. Numerous investigations

have documented enhanced wind stress over developing wave fields compared to seas which are in
equilibrium with the wind (e.g., Geernaert et al. 1987; Smith 1992; Donelan et al. 1993). The
dependence of wind stress on the wave field can be attributed to the facts that younger waves travel
with a slower speed relative to the wind and that younger waves are steeper.
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3.8  Air flow over a change in surface roughness

Since it is hypothesized that wave conditions in shallow water cause this region to be rougher than
deep water, a discussion of this affect on the boundary layer is warranted. Many books have
addressed flow over a change in terrain or surface roughness (e.g., Simiu and Scanlan 1986; Finnigan
1994; Holmes 2001). This discussion considers an abrupt change (discontinuity) in surface
roughness along a line perpendicular to the mean wind direction (taken to be the x-direction). When
fully developed boundary layer flow over a horizontally homogeneous surface encounters a
discontinuity, the flow is disturbed and must adjust to the new underlying surface. Depending on the
transition, the flow either slows down because of increased surface friction (smooth to rough) or
speeds up due to a decrease in frictional drag (rough to smooth). Initially, the adjustment is confined
to the air layers in contact with the new surface, and is gradually diffused vertically by turbulence.
The effect of this change in terrain is a steadily growing internal boundary layer (IBL). It should be
noted that pressure gradient forces are also an effect of a transition (they can act outside of the IBL),
but are negligible unless there is a significant change in displacement height (e.g., flow from flat open
country to tall crop field). Flow within the IBL is characteristic of the new surface, and its depth is
denoted by 8i. At some distance downstream of the transition, the entire boundary layer adjusts to the
new roughness.

The case of air flow over a smooth surface encountering a discontinuity to a rougher surface is
shown in Fig. 2. As the flow reaches the change in terrain, it begins to adjust to the new surface. At the
discontinuity an outer IBL forms and separates (in theory) the upstream flow conditions from the new
surface. Flow in the upper region is essentially unaffected by the change (still characterized by z,; and
u+) and the velocity is equal to the velocity upstream of the discontinuity. At some distance
downstream of the transition, an inner IBL forms. Below this level, it is very crudely assumed that the
flow is in equilibrium with the new surface (determined by z,; and u+,). Between the inner and outer
limits of the IBL is an transitional regime, where the turbulence generated from the new surface is
gradually distributed vertically. It is assumed that the flow in this region has characteristics of both
the smooth and rough surfaces.
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FIG. 2. Schematic diagram of boundary layer transition from a smooth to rough surface.

A formula to model IBL growth is as follows (Simiu and Scanlan 1986):

0.8
5(x)= 0.2820,["J (14)
Zor
where zo:is the roughness length of the rougher terrain (e.g., zo2in Fig. 2). This model was formulated
using data acquired in both smooth to rough and rough to smooth transitions, where § is the affected
boundary layer depth. Holmes (2001) provides a model for identifying the horizontal position of the
IBL as a function of its height z. For flow from smooth zo: to rough zo terrain, only the latter value has
bearing:
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This section has attempted to present an overview of previous research on wind over waves and also
in a context of changes in surface roughness’s that occur at the shoreline. In the next section recent
work involving novel wind tunnel studies and full scale measurements are presented.

4. RECENT STUDIES

4.1 Drag coefficient in extreme winds

Donelan et al. (2004) stated that, “the mechanical coupling of the two fluids is at the heart of
modeling the flow of either fluid.” Although wind stress over the ocean has been a subject of study
(and arguably debate) for over 50 years, present parameterizations still have significant limitations,
especially in high wind regimes. Over the last six years air-sea interaction research has focused
primarily on measurements of Cp rather than parameterizations. Conducting in situ measurements of
the mean wind velocity profile in extreme conditions is exceptionally difficult in the open ocean, but
pose an even greater challenge in the near-shore region. Due to this vicissitude, past research efforts
have estimated wind stress in only weak to moderate winds (3 < Uio < 25 m/s). Data from these
measurements have been extrapolated to strong wind speeds, where it has been generally accepted
that Cp increases linearly with increasing wind speed (e.g. Garratt 1977; Amorocho and De-Vries
1980; Smith 1980; Large and Pond 1981; Yelland and Taylor 1996; Drennan et al. 1999).
Extrapolations of this wind tendency are currently being employed in applications such as forecasting
the intensity and track of tropical cyclones, determining the wind forcing for storm surge and wave
forecasts, input for numerical weather prediction models, and determining extreme wind loads
(Powell et al. 2003). Prior to 1997 and the development of the Global Positioning System
dropwindsonde (Hock and Franklin 1999), which measures kinematic and thermodynamic properties
during its descent, and the novel airborne instruments developed during the Coupled Boundary Layer
Air-Sea Transfer Experiment (CBLAST) beginning at the turn of the century (Black et al. 2007),
estimates of Cp in extreme wind regimes (for research purposes) were simply not possible.

Recent field and laboratory studies have disproved the general prediction of a monotonic increase
in Cp with wind speed, and have, in part, offered a paradigm shift in the way we believe Cp to behave
in extreme winds in the open ocean. High-resolution GPS sonde wind profile measurements by
Powell et al. (2003) and laboratory wave tank measurements by Donelan et al. (2004) have found that
the linear extrapolation method is not valid and that Cp plateaus at wind speeds of ~33 m/s
(decreasing thereafter), corresponding to a limiting drag value range of 0.0022—0.0025. A later study
by Jarosz et al. (2007) based on current observations recorded during major Hurricane Ivan (2004),
offered supporting evidence. They found that the drag coefficient increases initially and reaches a
maximum at a wind speed of about 32 m/s before decreasing (for wind speeds up to 48 m/s).
Preliminary results from an extension of the Powell et al. (2003) study suggest an azimuthal
dependence on Cprelative to the direction of storm motion. Slightly different results were obtained
by the CBLAST group (Black et al. 2007) in slightly weaker maximum wind speeds < 30 m/s, where
it was found that Cp plateaus at a wind speed close to 23 m/s (Cp < 0.002). Although all these are
studies have merit, their results are not consistent. Additional research is required to test and confirm
these results.

Since the results described above (Powell et al. 2003; Donelan et al. 2004; Black et al. 2007; Jarosz
et al. 2007) are significantly different from those previously accepted, explanations of this



KEYNOTE LECTURES K 99

phenomenon are critical. Donelan et al. (2004), using a study by Reul (1998) who observed vorticity
contours for gentle and steep-sloped waves, suggested that this qualitative change in the surface drag
coefficient is a consequence of air flow separation from breaking waves which acts to decouple the
MABL from the chaotic (rough) sea surface. Air flow experiences separation from the surface and
reattachment near the crest of the following wave, indicative of skimming flow where the flow
ultimately bypasses the troughs. Powell et al. (2003) offered an explanation via the role of sea foam
and spray that has been observed on the sea surface in wind speeds above hurricane force. He
suggested that the thick layer of foam that typically develops in winds in excess of approximately 40
m/s forms a ‘slip” surface which impedes the transfer of momentum from the wind to the sea. These
explanations were supported by the findings of Kudryavtsev and Makin (2007). Using modeling
techniques, Kudryavtsev (2006) investigated the role of sea spray on sea drag at high wind
conditions. They showed that the production of spray results in the acceleration of airflow, and the
suppression of turbulence and surface drag. At wind speeds of 50-80 m/s, the model predicted the
effects of a ‘slip’ surface, with Cp on the order of 0.0001 (Kudryavtsev 2006). Although both studies
offer valuable insight, it is still to be determined if these explanations hold in the near-shore region,
where conditions are markedly different.

4.1.1 Observational measurements in hurricanes

Arguably the most important study of the drag coefficient in extreme winds to date is that of Powell et
al. (2003), hereafter PVR03. PVRO3 used high resolution wind profile measurements from GPS
sondes dropped in the vicinity of hurricane eyewalls to observe the behavior of Cp in hurricane winds
in deep water. A summary of the important work of PVRO3 is highlighted in the following. PVRO03’s
study utilized detailed wind profile measurements acquired by GPS sondes from 1997-1999. During
this time span, 331 eyewall (or near-eyewall) wind profiles were sampled in hurricanes located in the
Atlantic and Eastern/Central Pacific basins. The GPS sonde samples pressure, temperature, humidity,
and position at a frequency of 2 Hz. Sondes are generally dropped at a height of 1.5-3 km above the
sea surface and fall at a rate of 10—15 m/s. Failure of these instruments is possible in regions of
turbulence or heavy rainfall.

Derived wind speed and height measurements have an accuracy of 0.5-2.0 m/s and 2 m,
respectively (Powell et al. 2003). PVRO3 estimated surface layer quantities using composite wind
profiles (individual 0.5-s samples from 331 sonde profiles) based on mean boundary layer (MBL)
wind speed. MBL wind speed was arbitrarily defined as the mean wind speed below 500 m. The
maximum wind speed for each profile was usually contained within this layer. The 331 wind profiles
were averaged for all measurements in the lowest 3 km as a function of the MBL wind speed and each
profile was organized into one of five MBL groups (in m/s): 30-39 (72 profiles), 4049 (105
profiles), 50-59 (55 profiles), 60—69 (61 profiles), and 70—79 (38 profiles). A relatively wide range of
wind speeds (21-67 m/s) were measured near the surface (8—14 m). PVR03 found a logarithmic
increase in wind speed with height in the lower 200 m (Fig. 3). Above 200 m, the mean profile
continued to increase, reached a peak near 500 m, and decreased thereafter. The decrease was due to
a weakening of the horizontal pressure associated with the warm core of a tropical system. PVR03
attributed the apparent increased variability above 600 m to convective-scale features in the eyewall
(identified by Jorgensen (1984). The aforementioned logarithmic profile below 200 m and maximum
wind speed at 500 m is consistent with a neutrally stable surface layer. PVRO3 used the profile
method in the lowest 100—150 m of each MBL group to estimate zo and u- . Then, Cp was estimated
using Eq. 5.
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FIG. 3. Mean wind profiles by MBL group: (a) 30-39 m/s (72 profiles), 50-59 m/s (55 profiles) and 70-85 m/s (38
profiles) and (b) 4049 m/s (105 profiles) and 60-69 m/s (61 profiles) MBL groups. Symbols and horizontal bars
represent mean and standard deviation for each vertical bin. Numbers adjacent to each level represent the number of
samples within each of the lowest five height bins. From Powell et al. (2003).

Results indicated that surface layer parameter dependence on wind speed is vastly different than
previously believed in high wind speeds, as shown in Fig. 4. Observations of Cp are consistent with
other investigation in weak to moderate wind speeds. However, above 40 m/s Cp behaved markedly
different than what was anticipated. PVRO3 observed a leveling off at 40 m/s and a large decrease
when Uioincreased to 51 m/s. Similarly, zoand u- increased up to 40 m/s (this behavior was roughly
predicted by previous studies), leveled off around 40 m/s, and decreased as Uioincreased to 51 m/s
(Fig. 4a), u- not shown). In summary, Cp plateaus near wind speeds of 35 m/s, corresponding to a
saturation value near 0.0026 Powell et al. (2003).
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relationships and values from tropical cyclone budget studies. Adapted from Powell et al. (2003).
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4.1.2 Laboratory measurements in wind speeds near hurricane force

Shortly after the work of PVRO03, Donelan et al. (2004) examined the affect of high wind speeds on
Cp in a laboratory setting. Donelan et al. (2004), hereafter DHRO04, utilized the unique Air-Sea
Interaction Facility at the University of Miami. They offered supporting evidence to the observational
results found by Powell et al. (2003). The wave tank at the University of Miami is 15 m long, 1 m
wide, and 1 m high. The tank was equally divided between air and water with the water side being 0.5
m deep. Wind speed in the tank was set by a programmable fan. Vertical profiles of wind speed and
turbulence were not provided. Reynolds stresses were measured directly using an x-film
anemometry. Direct measurements of Reynolds stress were made at measured elevations and
corrected to surface values using the measured horizontal pressure gradient in the tank. For high
wind speeds, DHR04 computed surface stress from a momentum budget using sections of the tank as
a control volume (Fig. 5). The momentum budget method was accomplished assuming steady state
conditions. The control volume, defined by the shaded area A ;B;B»A; in Fig. 5, extended a unit
width into the paper. Under this assumption, wind stress T, produced a downwind current near the
surface which resulted in an increase in mean surface elevation downwind h,.
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FIG. 5. Schematic outline of the control volume for the momentum budget method. From Donelan et al. (2004).
A return flow in the bottom of the water column in the upwind direction and stress 1, applied to the
bottom of the tank was caused by an induced pressure gradient due to the elevation difference.
Momentum fluxes through the tank are respectively denoted as I; and I, for sections A;B; and A,B;.
They verified the momentum budget method by comparing results for this method to the other
methods utilized, which show good agreement. Verification of this method was important since it
allows for the estimate of surface stress in high winds in a way that was insensitive to airborne water
droplets (problematic for x-film measurements). Using this method, DHR04 showed that wind stress,
Twis given by:

AP\ AS
r, =shl pg +— |+—=—1 16
w:S (png Lj L b ( )

where h is the average water depth, AP is the air pressure difference, ASy is the radiation stress for
deep water, and s is the slope of the water surface. Sidewall stresses were neglected since they tend to
cancel out assuming steady state conditions (Donelan et al. 2004).

DHRO04 conducted several experiments using the programmable fan in the wave tank. The fan was
set to fixed speeds for 300 second runs to obtain a stable estimate of wind stress. DHR04 noted a loss
of water droplet spray to the return duct which contributes to wind stress on the surface. They
accounted for water loss due to spray by calculating upper limit of 1.5% lost momentum due to spray,
which they noted as “generous”.

Results from DHRO04 compared to those of Large and Pond (1981) and Ocampo-Torres et al.
(1994) are shown in Fig. 6. To bring the results to scale, the height of the wind speed measured in the
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tank (10 cm) was extrapolated to the standard meteorological height of 10 m using a logarithmic
dependence on height. Again, it was not mentioned what the actual wind profile was like above the
wave/water surface. The initial decrease in Cp to a minimum at a wind speed of 3 m/s was a result of
an aerodynamically smooth surface (Fig. 6). As the waves increased and the surface became
aerodynamically rough, Cp increased with increasing wind speed between 3-33 m/s. At 33 m/s, Cp
leveled off, corresponding to a limiting value of 0.0025. Results were only slightly lower than the
open ocean measurements of Large and Pond (1981) for weak to moderate wind speeds.
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FIG. 6. Laboratory measurements of the neutral stability drag coefficient by profile, Reynolds Stress and momentum
budget methods. The drag coefficient refers to the wind speed measured at the standard anemometer height of 10 m. The
frequently cited drag coefficient formula derived from field measurements by Large and Pond (1981) is also shown. From
Donelan et al. (2004).

4.2 Laboratory measurements over solid waves

Owing to the profound difficulty in conducting field measurements of near-shore wind and waves,
laboratory wind tunnel measurements offer valuable insight. There have been numerous laboratory
experiments that have studied flow over sinusoid wave trains (e.g., Zilker and Hanratty 1979; Buckles
et al. 1984; Kuzan et al. 1989; Belcher and Hunt 1998; Gong et al. 1999). Most authors were
interested in studying the spatial variation of the flow field, shear stress, and pressure along the wave
surface to develop a better understanding of wind wave generation. A wide variety of wave
steepnesses have been studied, ranging from very steep H/L = 0.4 (e.g., Beebe 1972), to steep H/L =
0.2 (e.g., Buckles et al. 1984; Gong et al. 1999), to gentle-sloped H/L = 0.05 (e.g., Zilker and Hanratty
1979). The steepest laboratory waves are important for wind-wave generation (by examining pressure
distributions along wave), but mature ocean surface waves tend to exhibit a very gentle slope in the
deep ocean H/L = 0.02—0.05. Buckles et al. (1984) used laser-Doppler velocimetry to measure the
mean and fluctuating velocity for turbulent flow over a solid sinusoid wave train to identify the
separated flow region. The wave surface had a wavelength of 50.8 mm and height 10.16 mm for a
wave height to wavelength aspect ratio of 0.2. They measured mean pressure and rms pressure
fluctuations at 33 locations using surface taps spaced at 1.59 mm intervals over the eighth wave in the
wave train at Reynold number Re = 1.2 x 10%. They found that flow separated between x/L = 0.1 and
x/L = 0.2, where x is the distance along the wave and L is the wavelength. Reattachment occurred
between 0.6 <x/L <0.7, marked by a positive near-wall velocity. They calculated the stream function
for the mean flow and the resulting streamlines and found that separation occurred at x/L = 0.14 and
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reattachment at x/L = 0.69, as shown in Fig. 7a. At the separation point the mean direction of flow
reversed from a positive to slightly negative value at the nearest wall measurement and the flow is
deflected slightly upward then downward. Streamlines were compressed upwards in response to the
lifting wave surface downstream of the reattachment point, indicating accelerated flow. Mean
velocity profiles (not presented) indicated that accelerated flow was exhibited above the eighth wave
crest. The recirculation zone lies between the aforementioned separation and reattachment points. A
maximum thickness is reached at x/L = 0.4, approximately 60% of the wave height. Velocity profiles
indicated a thin boundary layer (< 0.15 mm) at the point of reattachment, which grows to 0.6 mm by
the upstream wave crest, and approximately triples in thickness to the separation point. Roughly past
the separation point (x/L = 0.15), the region of maximum turbulence intensity is associated with the
free shear layer. They note that this maximum provided a more sensitive means for locating the free
shear layer (compared to mean velocity profiles).

Directly over the trough (x/L = 0.5), the turbulence intensity maximum was observed at
approximately the wave height. A layering of the flow observed by Buckles et al. (1984) is shown in
Fig. 7b. Free shear layers are formed by the separation of a boundary layer at x/L = 0.14 and x/L =
1.14. In general, this study provides a good description of air flow over a train of steep sinusoid
waves.

Many wind tunnel studies of flow over wave surfaces have been conducted for aerodynamically
smooth flow, with which there is some Reynolds number dependence (e.g., Buckles et al. 1984;
Kuzan et al. 1989). Gong et al. (1999) conducted a wind tunnel experiment using aerodynamically
rough surfaces. More specifically, they measured turbulent boundary layer flow over rough (and
smooth) sinusoid wave surfaces in an attempt to characterize the flow, determine the form drag, and
the total horizontal force on the waves.

[}

O fous o 5% Pl Didifow

I ) iooum ol 1078 vstmntares. harkfow

¥ o)

e S Ry ST

d = — i Ut e

¥ iEmp
w

WL

FIG. 7. (a) Streamline map over the crest of the eighth wave (x/L = 0) to the crest of the ninth wave (x/L = 1) in the wave
train and (b) shear-layer map indicative of flow at the crest of the eighth wave (x/L = 1). Adapted from Buckles et al.
(1984).

Gong et al. (1999) used a large wave train consisting of sixteen sinusoid waves placed along the
centerline of a large atmospheric boundary layer wind tunnel. Waves heights were 96.5 mm with a
wavelength of A = 609.6 mm, corresponding to a maximum surface slope of Ak = 0.5 and aspect ratio
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of H/A = 0.158. Roughness lengths over flat pieces of the smooth (foam) and rough (Masonite)
surfaces were zo= 0.03 mm and zo= 0.4 mm, respectively. They note that the flow reached a periodic,
near-equilibrium state after the third or fourth wave. With a maximum surface slope of Ak = 0.5, it
was expected that the flow would separate based on a critical slope for separation of Ak = 0.3,
determined by Kuzan et al. (1989). Intermittent flow separation was observed in the smooth case but
the mean flow remained approximately attached. The flow separated in the wave troughs for the
aerodynamically rough simulation. Constant pressure regions, indicative of flow separation, extended
from x/L = 0.15 to 0.5. Without the capability to measure reverse flow, Gong et al. (1999) inferred
that little or no reverse flow existed in the smooth case. However, the rough simulation possibly had
a separated region with relatively stagnant flow in the wake extending to heights of order (0.4a) on the
lee slope and in the trough. The flow was sensitive to surface roughness. The greatest speed-up was
observed just above the wave crest in the smooth case (still existent but weaker for the rough case)
and the order of magnitude larger surface roughness increased the velocity reduction in the outer part
of the boundary layer. For the rough case (and the strongly separated flow observed by Buckles et al.
(1984) a very strong shear layer was observed close to the wave surface above the crest (followed by
a region of constant wind velocity above that and a gradual increase to the free stream wind speed).
Measurements of the u-component turbulence fluctuations 6, showed an increase just above the crest
and a significant increase at about the wave height above the trough of the twelfth wave. Using
surface pressure measurements, they computed the form drag per unit area on the waves using:

7y = pCp U2 =Ip;%dx//1 (17)

where 1ris the stress due to form drag, Usis the free stream velocity at 600 mm, py is the surface

normal stress, and the integral is over one wavelength. Results indicate that form drag is nearly three
times the wavelength-averaged surface shear stress. The form drag for the rough case was less than
that found over the smooth case. Results of Gong et al. (1999), presented in Table 2, indicate
uncertainties in the data, as there was a 50% difference in the total wind stress using two independent
methods (from velocity profiles and pressure measurements and from a momentum budget) for the
rough simulation. They concluded that accurate prediction of the drag over topography may be a
rather difficult goal to achieve.

TABLE 2. Drag values from Gong et al. (1999). Values are normalized by pU,* where U, is the free stream velocity
determined at height z = 600 mm. (u.?), is the upstream stress from the velocity profile, wavelength-averaged values
<(us?)>, Cpy is the normalized form drag calculated from Eq. 17, MTB is the total drag computed from a momentum
budget over ten waves and % Cpy is the contribution (%) of form drag to the total drag.

Surface Type (u), <(ud)> Cor <(wH>+Cpr MTB % Cpp
Relatively Smooth 0.0017 0.0025 0.0085 0.011 0.0092 77
Relatively Rough 0.0038 0.0014 0.0065 0.0079 0.013 82

There is currently a research gap regarding flow over waves in shallow water (h < 50 m). There
appears to have been no wind tunnel studies that have modeled the flow over waves in the near-shore
region. This may be because wave generation is relatively unimportant due to changes in shape
caused by wave transformation. However, understanding flow behavior over near-shore waves is
valuable for storm surge forecasts and coastal building design standards. Therefore, gaining an
understanding of wind tunnel flow over near-shore shoaling solid waves is a necessary step in gaining
this knowledge.
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4.3 Recent wind/wave studies at Texas Tech University

Chen (2007) employed a moving belt mechanism to simulate wind waves in the boundary layer wind
tunnel at Texas Tech University. This study was aimed at examining the influence of wave speed on
the wind flow and was the first such study undertaken. The mechanism was capable of varying belt
type and belt speed. To find the wind stress over the simulated waves, the time histories of wind speed
at different conditions were sampled. A smooth moving belt was first installed to simulate ocean
waves in light or mild wind. The same process was repeated with a rough moving belt with square
cleats which was used to simulate wind waves in high wind conditions,ie., a much rougher surface.
Surface wind stresses were estimated using the profile method. Four field datasets, HEXOS,
RASEX, AGILE, and FETCH were used for comparison. These field data were selected for pure
wind sea or dominant wind sea conditions in order to avoid the influence of swells. Using wind
tunnel and field data, the relation between surface wind stress, wind speed and wave age as defined by
c, / u.orc, / U,, was investigated. Different methods of parameterizing the wind stress were studied.

It was concluded from profile measurements and comparisons with full scale that the technique
could successfully simulate ocean surface wind waves. The wind profiles changed with wind speed
and belt speed. The surface wind stress measured in the wind tunnel increased with increasing wind
speed, and decreased with increasing belt speed. These results provide strong support for a wave age
dependence of wind stress. Table 3 summarises the wave age relationships obtaind from field studies
and the moving belt wind tunnel studies.

TABLE 3: Wave age relations for drag coefficient C,, using u, / c, -

Source Relationship R?
Rough belt Chen (2007) C, =132x107(u. [c,)* 0.89
Smooth belt Chen (2007) C,=1.12x10"(u./c,)"* 0.77
HEXOS C,=145x10"(u. [c,)"" 0.85
RASEX N/A N/A
FETCH C,=631x10"(u./c,)"" 0.51
AGILE C, =5.76x10" (u. [c,)"*" 0.30
Composite field data C,=6.77x10"(u./c,)"™ 0.50
Wengi Lin (2002) C,=628x10"(u./c,)""" 0.64
Geernaert (1987) C,=148x10"(w./c,)""" N/A
Vickers & Mahrt (1997) C,=7.1x10" (. [c,)** N/A
Smith (1992) C,=043u./c,)"”* N/A

Dimensionless roughness z,/Hs was found to be much better than the Charnock parameter zcy in
explaining the dependence of surface roughness on wave age. The results show a clear wave age
dependence of surface roughness. The rough belt in the wind tunnel successfully simulated
aerodynamically rough flow over the sea surface which occurs in fetch-limited conditions (i.e., young
wave age conditions) either in coastal waters or lakes. The results from the rough belt test are very
close to those field study findings in fetch-limited conditions. The smooth belt in the wind tunnel
successfully simulated the acrodynamically smooth flow over sea surface which often occurs in open
water (i.e., mature wave age conditions). The results from the smooth belt test are a little different to
those field study findings in mature wave age conditions because the belt speed was limited.
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Recently Zachry (2009) has undertaken wind tunnel studies over stationary waveforms that
simulate waves in shoaling regions and also combined wind and wave measurements during the
landfall of Hurricane Ike near Galveston in 2008. Only a limited number of laboratory studies have
examined form drag on fixed wave models via surface pressure measurements. The majority of these
studies utilized steep-sloped sinusoid wave shapes. The shoaling wave model Zachry studied had an
asymmetric sinusoid shape. Maximum wave slope for a sinusoid is easily computed as Ak, where A
is the wave amplitude and £ is the wave number. Here, slopes were computed numerically. Maximum
wave slopes on the upstream and downstream portions of the wave were 0.22 and 0.25, respectively.
Form drag values are compared to sinusoid waves in Fig. 8. Form drag for the shoaling wave (plotted
with respect to its maximum upwind slope) has comparable Cpr values to sinusoid waves with
slightly smaller maximum slopes. This result is in good agreement with Kuzan et al. (1989), who
determined that flow separation occurs for a slope > 0.3. Due to the flow remaining attached, shoaling
wave form drag is considerably less than sinusoid waves with slopes of around 0.35-0.40 (above the
critical number). The noticeable leveling off of the form drag coefficient for wave slopes exceeding >
0.8, based on the Cpr value obtained by Beebe (1972) for a wave slope of 1.27, is due to skimming
flow (where the vortex resides between the wave crests and the flow above the wave does not
penetrate into the troughs.
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FIG. 8. Comparison of form drag coefficients for the (shoaling wave) and other laboratory studies (sinusoid waves) based
on maximum wave slope (upwind wave slope - Zachry 2009), and normalized by the freestream (or maximum) wind
speed Uo. Figure adapted from Gong et al. (1999).

Zachry compared his full scale measurements captured during Hurricane Ike in the vicinity of
Galveston with three well-known deep water studies: (1) Powell et al. (2003), (2) Black et al. (2007),
and (3) Donelan et al. (2004). The data were also compared to shallow water drag coefficients
reported in Powell (2008). These comparisons are shown in Fig 9. Both the Zachry (2009) and Powell
et al. (2003) results indicate that Cp reaches a limiting value and decreases for higher wind speeds.
The Hurricane Ike and the deep water limiting values are similar, but the former occurred at wind
speeds below hurricane force. Based on the present study, coastal drag coefficient behavior is in
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accord with that for deep water, where a limiting value is reached and subsequently decreases for
higher wind speeds. Clearly although the overall form appears the same coastal drags are
significantly higher for low to moderate wind speeds of < 25 m/s. Shoaling and deep water data
decreased rapidly for wind speeds below hurricane force. Crudely extrapolating the Powell et al.
(2003) results to slower winds (e.g., 10 m/s) the drag coefficient would be considerably less than
those obtained here during Hurricane Ike. Laboratory observations also indicate lower drags for
lighter winds and that the trend in Cp with increasing wind speed is much steeper than that found by
Zachry (2009). This result is likely a consequence of the complex wave conditions in the Houston
ship channel generating a ‘rough’ (wave) surface even under light winds. Clearly more data in the
complex coastal region is required to better understand this phenomenon.
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FIG. 9. Comparison of mean 10 m drag coefficient in hurricane conditions for Zachry (2009) Present coastal study,
shallow water measurements from Powell (2008), open ocean measurements from Powell et al. (2003) (mean of the four
layers) and Black et al. (2007), and in simulated extreme wind in the laboratory from Donelan et al. (2004) (using the
momentum budget method).

5. SUMMARY AND APPLICATIONS

This paper summarizes studies of the interaction of the wind and the ocean. Numerous studies have
been undertaken, many concentrating on wind-wave interaction over deep water where there is now
reasonable understanding of the phenomena. However, wind flow over near-shore shoaling waves
and the transition to flow over land with consequent terrain and topography changes remains an area
of fruitful research. To conclude this paper, the importance of understanding wind/wave interactions
in two specific areas is presented.

5.1 Application of wind stress in storm surge modeling

A minimum of five processes are responsible for hurricane storm surge, one of which is direct wind
forcing (Harris 1963). The wind-driven component of hurricane storm surge, wind stress, is exerted
when wind blows over water bodies. “Although the wind shear stress is usually very small, its effect,
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when integrated over a large body of water, can be catastrophic (Dean and Dalrymple 1991, p. 157).”
Wind stresses cause wind setup, which is a rise in the still water level at the downwind shore. In a
strong onshore wind regime, it is obvious that wind setup is a significant contributor to the total storm
surge. Accurate computation of storm surge requires that the hurricane wind field is correctly
modeled, as wind stress is proportional to the square of the wind speed. Slight error in the modeled
hurricane wind field can lead to significant error in estimates of wind stress and thus storm surge. The
hurricane wind field is typically estimated from the dependence of surface pressure on wind speed
and radial distance from the circulation center. In the absence of real time observations, the wind field
is estimated using remote sensing techniques or numerical weather prediction. Improving the
accuracy of wind models to predict the distribution of wind speeds in a hurricane is an ongoing
research effort (e.g., Chen et al. 2006, Zachry 2009).

Storm surge models use the long wave equations to describe the change in water level due to wind
forces acting on the water surface (Dean and Dalrymple 1991). Dean and Dalrymple (1991) provide a
linearized equation to compute storm surge for onshore flow with a parallel coastline and neglecting
lateral shear stresses. More complicated nonlinear equations, eg., Reeve et al. (2004), are typically
utilized for storm surge prediction. The most recent and technologically advanced model of coastal
ocean hydrodynamics is the advanced circulation hurricane storm surge model (ADCIRC developed
by researchers from several universities (IPET 2006a, Luettich et al. 1992). ADCIRC is a
multi-dimensional, depth-integrated, barotropic time-dependent long wave, hydrodynamic
circulation model that simulates water level and ocean currents over an unstructured gridded domain.
The model uses a finite element grid, the Boussinesq approximation, quadratic bottom friction, and
vertically integrated continuity and momentum equations for flow on a rotating earth (Luettich et al.
1992). ADCIRC uses the standard quadratic drag law to compute wind stress (Eq. 4), with a surface
drag coefficient defined by Garratt (1977) as a linear function of wind speed. This formulation, valid
for the wind speed range of 10 < Ujo < 21 m/s, is based on regression fits to field measurements
primarily in deep water and open ocean conditions, but is generally applied to wind speeds above 21
m/s. Other modeling studies have also adopted deep water drag models (e.g., Tang et al. 1997; Lentz
et al. 1999; Reniers et al. 2004).

Weaver (2004) performed an ADCIRC sensitivity simulation of the five storm surge forcings for
Hurricane Georges (1998). Of particular interest is the sensitivity of ADCIRC to the various drag
coefficient formulations. Weaver (2004) tested the model using the maximum value of the drag laws
shown in Table 4. His results (Fig. 10) indicated that the model is quite sensitive to the drag
coefficient formulation used as input. It is seen that peak storm surge estimates can vary by as much
as £1.75 m. Thus, it is critical that ‘correct’ drag laws are applied.

TABLE 4. The drag coefficient formulations used in an ADCIRC sensitivity test performed by Weaver (2004).
Source Cp x 103

Miller (1964) 1-4.0

Garratt (1977) 0.75 +0.067 Uy,

Smith (1980) 0.61 +0.063 Uy

Large and Pond (1981) 0.49 + 0.065 Uy,

Klapstov (1983) 0.49 + 0.07 Uy+2.58/U 14 -1.06 (Toi—Tie)/ Uy
Geernaert (1987) 0.58 + 0.085 Uy,

Used in a subsequent study
Amorocho and DeVries (1980) 0.0015[ 1+exp-(( Ujo-12.5)/1.56)]" + 0.00104

ADCIRC was recently applied to hindcast storm surges for Hurricane Katrina (2005). The base
ADCIRC simulation uses the drag lag defined by Garratt (1977). Sensitivity simulations revealed that
application of a drag cutoff of Cp= 0.0025 in the base run decreases maximum surge heights by up to
1.2 m (4 ft) compared to the case with no limit. They conducted another sensitivity test comparing the
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base simulation without the cutoff applied to the drag law defined by Amorocho and DeVries (1980).
This formulation has a built in cutoff of Cp= 0.00254. Results indicated that application of Amorocho
and DeVries (1980) wind stress formulation slightly reduces the peak surge in water level compared
to the base drag law without the cutoff. The official model run was ingested with the base
formulation without the cutoff applied. They compared this hindcast to the acquired peak water
levels, and found an average error of -0.18 m (-0.6 ft), indicating that ADCIRC slightly
underpredicted the storm water level using this drag law. If a drag cutoff were applied,
underestimates in peak surges would be even greater.
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FIG. 10. Peak storm surge generated (ADCIRC) for Hurricane Georges (1998) using the maximum value of the drag
coefficient formulations. Adapted from Weaver (2004).

5.2 Hurricane exposure category in ASCE 7-05

The ASCE Wind Load Standard (ASCE 7-05) provides specific design requirements for structures
located in hurricane prone regions. For the U.S. this region is defined as areas vulnerable to
hurricanes along the Atlantic Ocean and the Gulf of Mexico coasts where the basic wind speeds
exceed 40 m/s. Of particular importance is the roughness length (used in determining the logarithmic
mean wind profile, Eq. 2), which is prescribed at zo = 0.03 m (Exposure C, see Table 5) for all
hurricane prone regions in the current version (ASCE 7-05). This value was changed from zo= 0.003
m (Exposure D) in the previous version (ASCE 7-98) based on the work of Vickery and Skerlj (2000).
They provided qualitative and quantitative evidence to recommend that Exposure C generates a more
appropriate profile along the hurricane coastline. Quantitatively, this recommendation was made
without providing a comprehensive set of wind and wave data obtained in the near-shore region in
extreme conditions. Their method used to compute Cp is also suspect and does not use direct
methods. Neglecting the effects of wave age, Vickery and Skerlj (2000) suggest that zo ranges from
0.01 m to 0.025 m for wind speeds of 41-55 m/s. Qualitatively, they argued that hurricane-generated
waves act as young waves — a result of fetch-limited conditions. Due to wave interaction with the sea
bed causing a reduction in wave celerity, hurricane waves act younger as they approach the coastline.
The sea bed also causes the waves to become steeper and change direction due to wave shoaling and
refraction. All of the above processes (younger and steeper waves that may become increasingly
misaligned with the wind) essentially act to increase the aerodynamic roughness of the sea surface.
Contrary to this argument and the overall findings of Vickery and Skerlj (2000), the upcoming



K110 5™ EUROPEAN & AFRICAN CONFERENCE ON WIND ENGINEERING

version ASCE 7-10 will most likely defer back to Exposure D in the hurricane prone region (D. A.
Smith personal communication). This is due, in part, to a lack of extreme data in the near-shore
region.

TABLE 5. Typical roughness lengths zo and surface drag coefficients Cp, for various terrain types. From Holmes (2001).

Terrain Type ASCE 7-05 Category Zo (M) Cp

Very flat terrain D 0.001-0.005 0.002-0.003
Open terrain C 0.01-0.05 0.003-0.006
Suburban terrain B 0.1-0.5 0.0075-0.02
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INTRODUCTION

Circular sections are used in a wide range of engineering applications in which they are subject to
flow induced forces, from wind loads on lighting columns, chimneys and electrical and structural
cables to tidal and wave loads on offshore risers for example. As well as the classical vortex shedding
phenomenon, circular sections are prone to several aero-elastic instabilities as seen in the galloping of
bridge cables and the drag instability of tall lighting columns. These instabilities often occur at
Reynolds numbers close to the drag crisis and the changes in flow regime associated with this
transition may play an important part in driving the observed large amplitude oscillations.

The recent rapid advances in Computational Fluid Dynamics (CFD) have enabled increasingly
complex fluid flow phenomena to be simulated. These simulations can now be coupled to models of
structural response to predict fluid structure interactions and model various aeroelastic instabilities.
The authors are currently applying these techniques to the flow around circular sections with the aim
of simulating the instabilities described above. However, as noted, the aero-elastic instabilities of a
circular section often occur at Reynolds numbers close to the drag crisis and it is therefore essential to
accurately capture this event first. This is the aim of the work reported in the present paper. The
authors then plan to study the consequences of the drag crisis on the cylinder’s response.
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Given that the complexity of the flow at high Reynolds numbers makes direct numerical
simulation technically impossible, a key aspect in the simulation of flow around a bluff body is the
appropriate choice of turbulence approach. Traditional Reynolds Averaged Navier-Stokes (RANS)
models are unsuitable as unsteadiness forms an important feature of the flow in these problems.
Although there are some notionally unsteady RANS (URANS) models available, these are not
appropriate because it is still only the mean effects of turbulence, albeit in a transient framework, that
are modeled, not the turbulence unsteadiness in the flow. Large Eddy Simulation (LES) offers an
appropriate intermediate approach by allowing the direct simulation of the large scale unsteadiness,
containing most of the turbulence energy, whilst retaining a closure model to represent the effects of
smaller scale turbulence (Sub-Grid Scale model or SGS). However, the choice of this SGS model is
critical; the capture of the physics in the near wall region is particularly central to the success of the
calculation. In this paper the authors consider the use of two different SGS models in the LES of the
flow around a circular cylinder to make this point.

METHODOLOGY

The commercial CFD solver used for all the numerical simulations presented here is ANSYS CFX.
The investigations will focus on the use of a LES formulation based on two types of SGS model: (1)
the well established Smagorinsky (1963) model, based on an algebraic turbulence viscosity
dependent on a constant parameter Cs which tends to be problem specific, needs to be damped at the
wall and misrepresents the turbulent eddy viscosity at the wall; (2) the Dynamic model (Germano et
al. (1991); Lilly (1992)) for which the parameter Cs is evaluated locally based on the comparison of
the sub-grid tensor values computed using two different filters, and which offers enhanced
performance in the wall region in particular. A detailed description of each of these turbulence
models will be given in the full length paper, however a key feature of the Dynamic approach relevant
to the present work is that it does not require any artificial wall damping and is able to capture the
transition process (Wagner et al. (2007)). This is important as the prediction of the drag crisis in the
cylinder case is dependent on the position of the separation point, and its displacement as a function
of the Reynolds number, Re. For each of the turbulence SGS models, simulations were performed for
a range of Reynolds numbers within which the drag crisis is expected to occur. For each simulation,
time histories of the drag force and lift force experienced by the cylinder were recorded. Mean and
RMS values of lift and drag together with estimates of the Strouhal number were used to compare the
two SGS models, and evaluate their performance against published experimental data. The domain
dimensions in terms of cylinder diameter d are: 184 in the streamwise direction, 84 in the transverse
direction, and 2.5d in the spanwise direction. The cylinder axis is positioned 4d away from the inlet.

RESULTS AND DISCUSSION

Figure 1 contains plots of drag coefficient produced by both the LES Smagorinsky and LES Dynamic
turbulence models for Reynolds numbers in the range 40,000 to 400,000. It can be seen that the
Smagorinsky model does not predict a drop in drag consistent with the drag crisis seen in the
published data, Figure 2, whereas the Dynamic model predicts a drop in drag from 1.1 to 0.5 in a
Reynolds number range of 60,000 to 100,000. The latter result is encouraging; however the drop
predicted by the Dynamic model approach occurs for a lower Reynolds number range and the drag
crisis line appears to be shifted to the left. Its slope is also less steep that the curve gradient visible in
Figure 2 and the predicted drag coefficient does not drop as low. However, the ESDU data (ESDU
2008) illustrate that the drag crisis is sensitive to inlet turbulence and surface roughness around the
cylinder, and there are experimental data that indicate that the drag crisis can occur at a lower
Reynolds number due to blockage effects (Richter and Naudascher (1976)).
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Figure 1: Average drag data ( x Smagorinsky; 0 Dynamic)
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Figure 2: ESDU plot of mean drag through the drag crisis

Corrections for the inlet turbulence are subsequently implemented and shown to benefit the
simulations; these will be presented in the full paper. Other experimental literature discusses the
effect of varying the spanwise extent of the model (Norberg (2003)). Thus the importance of a correct
choice of domain size is highlighted.

The reason for the improved performance of the dynamic model over the Smagorinsky SGS model
can be seen by considering the flow fields in the near wake region, Figures 3a and 3b. Zdravkovich
(2007) describes the process of the drag crisis in term