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1. Introduction 
Social media platforms have become central to contemporary social and 

cultural practices, profoundly informing the way individuals and 
communities communicate, share information, construct their identities 
(Papacharissi 2011), establish affiliative relationships (Baym 2010) and 
social networks (Garton, Haythornthwaite, and Wellman 1997). Social 
media practice is central in phenomena such as the memory wars in Eastern 
and Central Europe (Rutten 2013), political protest in the Arab spring 
(Tufekci 2017), Holocaust memory (Manca 2020), fake news in nationalist 
narratives (Bonacchi 2022), and contestations on the difficult past and 
heritage (Kelpšienė et al. 2023). Such practices are distinct in their reliance 
on the ‘logic’ of social media platforms.While these platforms support 
identity, presence, relationships, reputation, group membership, 
conversations, and content sharing functions for their users (Kietzmann et 
al. 2011), they do so by activating mechanisms of datafication, 
commodification, and algorithmic selection (van Dijck et al. 2018). These 
mechanisms pose challenges to the autonomy and agency of individuals and 
communities, simultaneously subverting truth, trust, and the public sphere. 

The ubiquitous nature of social media, coupled with its dynamic and 
interactive capabilities, renders it an invaluable resource for information, 
communication, and social science research (Garton, Haythornthwaite, and 
Wellman 1997; Snelson 2016; Stoycheff et al. 2017; Stieglitz et al. 2018; 
Shibuya, Hamm, and Pargman 2022). However, the ephemeral nature of 
social media content, combined with the proprietary algorithms and 
platform policies governing data access, poses significant challenges for 
researchers. As Ben-David (2020) contends, the task of researching social 
media is fraught with complexities not least because of the “unarchivable” 
nature of platforms like Facebook, which claims the role of the “archon” of 
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contemporary records of communicative social action. Platform 
architecture, which privileges the constant accumulation and flow of new 
content, complicates efforts to capture and maintain a stable record of 
digital interactions for scholarly analysis. Moreover, legal and ethical 
considerations surrounding user privacy and data access, and alarming 
efforts of platforms to curtail data access for scholarly research on social 
media practices and their political and ethical implications (Bruns 2019) 
further complicate the landscape for researchers seeking to investigate 
social media data. 

Establishing a social media archiving infrastructure that can serve the 
needs of scholarly research beyond the affordances of platforms thus 
emerges as a crucial challenge for social media researchers. In this chapter, 
we share our insights from establishing a data archive suitable for 
investigating digital memory, heritage, and identity practices on Lithuanian 
social media within the context of the Connective Digital Memory in the 
Borderlands research project.1 We discuss how this endeavor addresses 
theoretical and methodological issues relevant to web archiving, digital 
curation, and social media research. Specifically, we explore our 
understanding of the challenge in designing a social media archive suitable 
for scholarly research; our knowledge graph approach to the semantic 
representation of social media data to tackle issues of intelligibility, 
analytical power, and theory building; how our social media open archives 
architecture and workflow addresses the complementary methodological 
challenge of reliability of collected data, and the related digital preservation 
requirements of integrity and authenticity. Finally, we reflect on the lessons 
learned from this experience regarding the specification and design of social 
media archives for scholarly use. 
 
2. The Challenge of social media archiving for scholarly research 
 

Numerous studies in the field of digital preservation and research data 
infrastructures have sought to address the challenges inherent in social 
media data archives: data capture and collection (Littman et al. 2018; 
Lomborg and Bechmann 2014; Marres and Weltevrede 2013; Pehlivan, 
Thièvre, and Drugeon 2021); long-term preservation and data management 
(Thomson 2017; Voss, Lvov, and Thomson 2017; Hemphill, Leonard, and 
Hedstrom 2018); ethical and legal constraints (Zimmer and Kinder-

 
1 “Connective Digital Memory in the Borderlands: A Mixed-Methods Study of Cultural Identity, 
Heritage Communication and Digital Curation on Social Networks” is a three-and-a-half-year project 
undertaken by the Connective Research Group at the Faculty of Communication, Vilnius University, 
aiming to explore heritage, memory, and identity-related interactions on Lithuanian social media. The 
project received funding from the European Social Fund (project No. 09.3.3-LMT-K-712-17-0027) 
under a grant agreement with the Lithuanian Science Council (LMT). 
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Kurlanda 2017; Bruns 2019; Franzke et al. 2020; Fiesler and Proferes 
2018); and, last but not least, access and use of social media archives, and 
their impact on scholarly research methods and practices (Thomson and 
Kilbride 2015; Weller 2014). Concurrently, several social media archiving 
tools have emerged (Borji, Asnafi, and Naeini 2022; Social Media Lab 
2024), and some national libraries, national archives, and other bodies and 
initiatives in the field of digital preservation and curation, have been 
actively setting requirements, developing guidelines, and initiating wide-
scope projects for institutional social media archiving on both national and 
international scale (Hockx-Yu 2014; Thomson and Kilbride 2015; Pehlivan, 
Thièvre, and Drugeon 2021; Acker and Kriesberg 2017). However, while 
the scholarly value of web archives in general is widely acknowledged 
(Brügger and Schroeder 2017; Brügger and Laursen 2019; Vlassenroot et al. 
2019), there is little evidence that institutionally-based social media web 
archives are actively used by researchers. This suggests that such initiatives, 
unlike focused, narrowly targeted data archives produced by researchers to 
support their own investigations, aim for the broad objective of long-term 
digital preservation, rather than active research use. Indeed, as noted by 
Vlassenroot et al., “the use of publicly accessible national archives and 
large-scale social media archives in scientific studies [is] only just 
emerging”, with the focus primarily on social media use by government 
entities, and in the context of natural and health emergencies (Vlassenroot et 
al. 2021, 118; cf. Michel et al. 2021; Milligan, Ruest, and Lin 2016). 

The risk of “epistemic failure—the inability to account for diverse 
theoretical, substantive and methodological perspectives in particular 
disciplinary traditions which require access to digital resources” is a 
concern for digital data repositories in general. This prompts a call for “a 
radical re-examination of current notions of context … so that it 
encompasses the structure and evolution of the pragmatic references of such 
objects in the real world” as well as “semantic representations of the 
epistemic content of curated information objects … account[ing] for 
dynamically evolving semantic representations of ‘things in the world’ at 
the instance (occurrence) level as well” (Dallas 2007). Acknowledging the 
tension between researcher expectations and affordances of national web 
archives in Denmark and the UK, Jessica Ogden and Emily Maemura also 
underscore the need to consider “the relationship between records and the 
surrogate material objects they represent.” To adequately access records, 
they had to move beyond document-centric and collection-centric views of 
WARC data in the archive, relying “on other representations and views into 
web archives at different junctures, including the use of Solr search indices 
and query interfaces, faceted and free text search interfaces under 
development, curation tools (which provided different seed- and collection-
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centric views), and numerous ad-hoc and incomplete data” (Ogden and 
Maemura 2021, 59–60). 

These broader challenges are further exacerbated by the unique nature of 
social media. The three complementary foci of social media research—
content, interactions, and network structure—are constituted differently 
within the context of different platform affordances, disciplinary traditions, 
theoretical frameworks, and methodologies endorsed by specific research 
projects, casting doubts on the possibility of a ‘one size fits all’ approach to 
social media web archiving. The unit of inquiry in social media research is 
extremely variable, ranging from individual posts to the global graph of 
social media interactions. “Where to cut the network”, to paraphrase Latour, 
is very much a theory- and researcher-laden question, and crucial contextual 
elements such as reactions, re-posts (retweets, shares), and comments are 
often absent from social media archives. Social media interactions are 
ephemeral and dynamic, accumulating interactions and “layers of context” 
after they have been collected (Acker and Kriesberg 2017), and retrieving 
information about deleted or altered data is often impossible (Ben-David 
2016). Besides, on platforms such as Facebook, the record of each social 
media interaction is inherently plural and context-dependent, as different 
users may experience the same conversation differently based on their 
profile, history, and network of ‘friends’—a reality that sits uncomfortably 
with the notion that web archives can capture a singular, fixed, and 
objective representation of social media. 

Overall, this situation points to an onto-epistemological entanglement 
between the conceptualization of social media as a field of interactional 
communicative practice (Lomborg 2012) and almost all facets of 
establishing a research-capable social media archive. These facets include 
adopting appropriate capture strategies, ensuring authenticity and integrity 
of social media records, providing sufficient scope and expressiveness in 
social media data representation, and supporting digital methods of access 
and analysis. This entanglement is especially relevant within the context of 
datafication (Rogers 2013; Schäfer and van Es 2017), alongside the 
emergence of digital methods and practices tailored specifically for social 
media research (Edwards et al. 2013; Winters 2017; Perriam, Birkbak, and 
Freeman 2020; Wilson 2022). Recognizing the legitimacy of “a distinction 
between archiving social media data for a specific research purpose (scholar 
uses) and institutional archiving” (Pehlivan, Thièvre, and Drugeon 2021, 
44), and drawing inspiration, among other factors, from advancements in 
the research use of web archives and the maturation of web archiving theory 
and practices over the past two decades (Brügger 2018; Helmond and van 
der Vlist 2019), we aim to challenge the notion that research-capable social 
media archives are still confined today to a form of micro-archiving 
previously characterized as “small scale”, “here-and-now”, and undertaken 
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by “individuals … whose technical knowledge of archiving or of the 
subsequent treatment is either lacking or on an amateur level” (Brügger 
2005, 11). 

In what follows, we address aspects of this onto-epistemological 
entanglement by sharing the challenges faced and decisions made in 
creating a social media archive capable of supporting data access, mixed-
methods analysis, and theory-building within the framework of the 
Connective project. 
 
3. Representing social media in a research-capable data archive 
 

The Connective project is based on multiple analyses of a corpus 
comprising over 30,000 conversations (more than 250,000 posts and 
comments, authored by over 90,000 unique users) between 2016 and 2023, 
and sourced from Lithuanian Facebook accounts, pages, and groups, 
Instagram hashtag collections and accounts, and VKontakte communities. 
While it is not possible to assess reliably how much of the overall social 
media activity in Lithuania focuses on conversations about heritage and the 
past, such conversations clearly establish an active arena for negotiating 
important aspects of collective identity, values, and attitudes towards 
contemporary issues. Facebook data were identified and collected in 
summer 2022 by means of several hundred online queries, conducted under 
five different Facebook user accounts. Lexical expressions used in the 
queries are connected to 72 topics established by the research team after an 
initial qualitative scoping of relevant conversations on Facebook. These 
topics belong to nine broader themes: history, ethnoculture and language, 
90s culture, religion, minorities, everyday life, war in Ukraine, objects and 
memory wars, and contemporary concerns. This corpus was further 
enriched by 75 interviews with users actively engaged in contested heritage 
meaning-making and identity work. Research in the Connective project, 
conducted by a transdisciplinary team of eleven researchers includes an 
integrative analysis of communicative repertoires, interactional patterns, and 
affiliative network structures with specific case studies of post-memory and 
identity construction on Lithuanian social media. These case studies explore 
themes such as: the remembrance of childhood in the late Soviet period and 
the challenges faced by youth subcultures in the 1990s; the post-memory of 
WWII Polish Home Army partisans in Lithuania; the self-identification of 
Russian Lithuanians, drawing on conceptions of the past; how invented 
traditions and ethnographic performance shape creative ethnicity among 
Lithuanians; the troubled memories of events related to the resistance and 
dual occupation by the Nazis and Soviets from 1939 to 1953; the 
‘monument wars’ raging against public monuments and memory institutions 
focusing on historical figures from the Soviet era; conflicts around the use 
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of the ‘foreign’ letters w, q, and x in Lithuanian passports; and the 
complexities of remembering and the silencing of the Roma Holocaust. A 
second data collection season, focusing on additional queries representing 
topics relevant to these case studies, took place in fall and winter 2023. The 
research team employs diverse approaches,	 including corpus linguistics 
methods, narrative analysis, critical discourse analysis, metaphor analysis, 
visual methods, qualitative content analysis, and social network analysis, to 
identify cultural meanings embedded within social media content, group 
affiliations and influence in user interactions, and cultural schemas (such as 
stereotypes, conceptual metaphors, and deep narratives) that shape identity 
construction. 

The Connective project leverages social media as a data infrastructure to 
facilitate multifaceted data-intensive investigations into various aspects of 
encounters with the past and participatory practices on social networking 
sites (Dallas 2018; Kelpšienė 2021). We have been working with digital 
data to reveal how memory practices on Lithuanian Social Network Sites 
(SNS), mediated by contested heritage, shape cultural identities. Based on 
identifying “a tentative proposed set of relationships, which can then be 
tested for validity [and] can often help in working through one’s thinking 
about a subject of interest” (Bates 2009, 3), we drew from activity theory 
(Engeström 1999) and cultural semiotics (Lotman 2005) to establish an 
event-centric ontology of SNS semiotic activity on heritage, memory, and 
identity (Kirtiklis et al., 2023), viewed as a practice of digital curation “in 
the wild” (Dallas 2016). Our research was empirical and data-driven, based 
on analyzing a large number of conversations on the history and difficult 
past of Lithuania on Facebook, Instagram, and vKontakte. As we grappled 
with establishing a corpus of social media data needed for our research, a 
key question emerged: what are the properties of archived information 
objects, and their relationships, that enable their use as epistemic objects 
suitable for evidence-based scholarly research? 

Our data infrastructure embodies an approach to social media archiving 
designed to capture the multifaceted nature of online interactions. At its 
core is a commitment to preserving the integrity, authenticity, and 
intelligibility of social media data, thereby ensuring its utility for scholarly 
research. This section presents the design decisions that underpin our data 
infrastructure, focusing on two aspects: the capture of the ‘experienced’ 
manifestation of social media content, and the representation of its 
conceptual properties through knowledge graphs. 

Recognizing that the value of social media content often resides in its 
presentation and the context of user interactions, the Connective project 
adopted a web archiving approach that accounts for capturing social media 
content as it was experienced by users. This entails collecting facsimile 
scrolling screenshots of expanded social media conversations, ensuring the 
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preservation of visual layout, interactive elements, and temporal sequencing 
of posts. This method mirrors the user's perspective, retaining the contextual 
cues and platform-specific nuances crucial for interpreting social media 
discourse. Such an approach not only maintains the visual and interactive 
integrity of the data, but also respects its original context, addressing a 
critical need for authenticity in digital archiving (Ben-David 2020). 

In addition to preserving experienced data, we place emphasis on the 
ontological, structural, functional, and semantic aspects of social media 
interactions. These elements are re-envisioned through a redefinition of the 
notion of “significant properties” as those aspects that can warrant “the 
continued accessibility, usability, and meaning of the objects, and their 
capacity to be accepted as evidence of what they purport to record” (Grace, 
Knight, and Montague 2009, 3), essential for the archive's intelligibility and 
informational value in a research context. It has been noted that platforms 
such as Facebook, designed to serve business purposes, are not suitable to 
account for rich representations of social media useful for social research 
(Helmond and van der Vlist 2019, 18). Our approach therefore was to 
extract structured representations of social media data into an external 
research data archive for further analysis. To capture significant properties 
based on the content and context of social media interactions in our data we 
adopted the property graph data model supported by the Cypher query 
language as applied in the popular Neo4j graph database management 
system (Robinson, Webber, and Eifrem 2015). This approach allows for the 
mapping of a semantic schema onto neo4j labels representing key entity 
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representation of three types of nodes accounting for social media 
interactions: Message, representing posts, comments or replies; Thread, 
representing the sequence of a post and following comments and/or replies; 
and Actor, representing social media users who post, react, or share 
Messages and collectivities (such as Facebook groups and vKontakte 
communities) where such interactions are displayed. An additional type of 
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of different sets of Threads, providing for provenance and preservation 
metadata in the archive. Different types of relationships (PART_OF, 
RESPONDED_TO, FOLLOWED_BY, SHARED_FROM, POSTED, REACTED_TO, 
CONNECTED_AS, DISPLAYS, CONTAINS, IS_ABOUT) are established to capture 
the compositional, presentation, and discursive structures of social media 
interactions as well as group membership, semiotic activities, and reactions 
of users. 

The adoption of knowledge graphs using the Connective schema 
facilitates a dynamic representation of social media data, enabling the 
articulation of complex relationships and attributes inherent in online 
interactions. For instance, thematic connections between posts, the network 
dynamics of user interactions, and the temporal and spatial context of 
conversations are all encoded within the graph structure. This method aligns 
with an agency-oriented approach to digital curation theory and practice, 
which advocates for structured, queryable representations of data 
prioritizing their dynamic, event-centric dimension, and thus capable of 
accommodating the fluid and interconnected nature of social facts 
manifested in records (Dallas 2007). By deploying knowledge graphs, the 
Connective project ensures that the archive not only serves as a repository 
of digital artifacts, but also as a rich, navigable resource for exploring the 
depth and breadth of social media discourse. 

Our dual-faceted approach to social media archiving—capturing both the 
experienced manifestation and the conceptual properties of data—reflects a 
comprehensive strategy that balances the need for authenticity with the 
demands of scholarly research. The project's infrastructure is designed with 
the “fitness for purpose” principle in mind, tailored to meet the specific 
needs of the social media research community (Dallas 2016). By preserving 
the experienced context of social media interactions alongside their 
conceptual underpinnings, the project addresses the critical challenge of 
representing digital social interactions in a manner that is both faithful to 
their original context and conducive to rigorous academic inquiry. 

In summary, the representation of social media interactions in the 
Connective project's data infrastructure embodies an approach to social 
media archiving that upholds the authenticity of digital interactions while 
providing a robust framework for their analysis. Through the use of 
facsimile screenshots and knowledge graphs, the project captures the 
richness of social media discourse, ensuring its integrity, authenticity, and 
intelligibility for future research endeavors. 
 
4. An Open archives social media data curation architecture 
 

The Connective project’s social media data curation architecture (Fig. 1) 
transcends the stages of the widely accepted Digital Curation Centre (DCC) 
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digital curation lifecycle and elaborations aiming to extend the model 
beyond the ingestion to disposal cycle (Higgins 2008; Constantopoulos et 
al. 2009). Drawing on the principles of the records continuum model 
(Upward, McKemmish, and Reed 2011), the architecture is designed to 
accommodate the dynamic and evolving nature of social media data, 
ensuring that the archive remains relevant and accessible to researchers 
across various stages of their inquiry. 
 

Figure 1. Connective social media archive data architecture 

 
 

The data representation and analysis workflow supported by our 
architecture begins with a multifaceted approach to data selection, guided 
by research questions that are served by both query-based and collection-
based strategies of data capture. This dual approach allows for the targeted 
gathering of data pertinent to specific research questions within focal case 
studies, while also accommodating broader sweeps of content for scoping 
and exploratory analysis of the full archive. Inspired by OAIS, the ISO-
standard reference model for an Open Archival Information System 
(CCSDS 2012), our data architecture. maps the processes, information 
structures, and systems used to appraise, capture, ingest, enrich, and provide 
research access to social media information in the Connective project, while 
also clearly separating representations of data in the archive between 
Submission Information Packages, Archival Information Packages, and 
Dissemination Information Packages. This provides for a reliable 
mechanism to ensure the integrity and authenticity of collected data, while 
also providing for the needs of a designated community of researchers 
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without sacrificing analytical power and the dynamic enrichment of data 
with additional properties and relationships as researchers “exercise the 
archive” (Dallas 2016). 

Submission Information Package (SIP). Adopting the concept of the 
Submission Information Package (SIP) from the Open Archival Information 
System (OAIS) model, the project curates an initial collection of data that 
includes both ‘raw’ JSON streams and facsimile screenshots of social media 
pages. The JSON stream captures decoded textual and media content as it 
appears on the platform, preserving the ‘raw’ data in its most unfiltered 
form. Concurrently, the screenshots serve to document the experienced 
manifestation of the content, retaining the layout, design elements, and 
interactive features integral to interpretation. This combination of data 
formats provides a comprehensive snapshot of social media interactions, 
capturing both the underlying data structures and the user-facing 
presentation of content, and ensuring their integrity and authenticity. 

Archival Information Package (AIP). The Archival Information Package 
(AIP) in the Connective social media archive represents a significant 
advancement in the curation process, where the raw submission data 
undergoes semantic decomposition and mapping into a knowledge graph. 
This transformation facilitates a structured representation of social media 
content, encompassing the structural and semantic elements of interactions 
and community structures. The knowledge graph not only captures the 
content and dynamics of social media interactions, but also incorporates 
provenance metadata detailing the circumstances of data capture. This 
aspect is particularly crucial in platforms like Facebook, where content 
visibility can vary based on user profiles and where data may be altered or 
deleted over time. By documenting the provenance of data, the AIP ensures 
the traceability and reliability of archived content, providing researchers 
with essential context for their analyses. Crucially, the representation of 
archived content by mapping originally captured data as knowledge graphs 
offers information relevant for research to be searched, categorized, and 
enriched algorithmically in ways that would have been impossible were the 
data retained only in their originally ingested format. 

Dissemination Information Package (DIP). The Dissemination 
Information Package (DIP) is tailored to meet the diverse needs of 
researchers, offering both predefined and customizable access methods to 
the archived data. Researchers can interact with the neo4j knowledge graph 
through predefined or arbitrary Cypher queries facilitating the exploration 
of specific themes or patterns within the data. Additionally, scripts can 
generate filtered and ordered views of the knowledge graph, preparing data 
for export and further processing in analytical tools such as MaxQDA and 
various social network analysis software tools. This flexible dissemination 
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strategy ensures researchers can access and utilize archived data in ways 
that align with their specific research objectives and methodologies. 

In essence, the Connective project's social media data curation 
architecture embodies an approach integrating the principles of open 
archives and digital curation to meet the complex demands of social media 
research. By navigating the challenges of data variability, provenance, and 
accessibility, the project establishes a robust framework for the long-term 
preservation and analysis of social media interactions, paving the way for 
insightful explorations of digital culture and communication in future 
research. 
 
5. Curation/creation: Exercising the social media archive 
 

The innovative approach adopted by the Connective project in 
developing its social media data curation architecture epitomizes a dynamic 
interplay between archival preservation and the active generation of new 
knowledge. Drawing from an agency-oriented digital curation approach 
(Dallas 2007), the project's methodology underscores the inclusion of 
evolving representations of social media interactions within Derived 
Archival Information Packages (CCSDS 2012), dynamically enriched with 
additional properties and relationships as researchers work with the data. 
This evolving nature of AIPs facilitates the incorporation of plural insights 
and analyses conducted by researchers, effectively transforming the archive 
into a living entity that grows in informational depth and breadth over time. 

Using the Connective data infrastructure, we can search for complex 
lexical patterns in messages, and extract dictionaries and repertoires of 
themes. We can query the archive asking questions such as “which thematic 
categories of messages attracted on average the highest number of 
comments?”, useful to support a mixed-methods investigation, combining 
qualitative with quantitative analysis on the full corpus of conversations in 
the archive. We may also identify attribution and predication discursive 
constructs in social media interactions by initiating a collocation analysis 
based on dictionary-based lexical queries on the text of Messages, for 
example, to ask: “which identifications related to heroism are made for 
persons who have been identified as anti-Soviet partisans?” Applying 
communicative nexus theory (Laužikas and Dallas forthcoming), we can 
also use the knowledge graph to explore the circulation of agency between 
historical referents identified as Topics, people and organizations identified 
as Actors, and communicative acts identified as Messages, for example, 
asking questions such as: “when, and by whom, was the idea that Peter 
Cvirka was a Soviet collaborator first asserted on Facebook, and how did 
this idea circulate across the network?” 
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The Connective social media archive is distinguished by the combination 
of semantically rich representations of social media interactions as 
knowledge graphs with an open archives data architecture which, while 
ensuring integrity and authenticity of ingested data, allows their knowledge 
enhancement as researchers produce plural identifications and relationships 
through analysis and interpretation. This approach has some important 
advantages for a scholarly research data infrastructure. 

Knowledge graphs as dynamic repositories. Central to this dynamic 
enrichment of the AIPs is the use of knowledge graphs, which serve as the 
backbone for representing the complex web of social media interactions. 
The introduction of a faceted Topic node taxonomy, grounded in an 
ontology that captures the semiotic and epistemic dimensions of online 
discourse (Kirtiklis et al. 2023), allows for the mapping of diverse aspects 
identified through axial coding, such as referents, cultural models, and 
affiliative relationships. This ontological approach enables researchers to 
embed within the knowledge graph new objects representing refined 
characterizations and relationships, thereby expanding the archive's 
conceptual structure. 

Facilitating advanced social media analysis. This expanded 
conceptualization of the AIPs is instrumental in supporting advanced 
scenarios of social media analysis and interpretation. For instance, in 
analyzing social media discourse surrounding Lithuanian partisans, 
researchers in the Connective project can identify critical semiotic and 
discursive constructs such as attributional relationships (whereby 
individuals are ascribed certain qualities or roles), predicational statements 
(which articulate actions or states attributed to subjects), and pervasive 
metaphors (which structure understanding through conceptual mappings). 
The dynamic nature of the knowledge graph enables these constructs to be 
identified, categorized, and represented within the AIPs, transforming 
abstract analytical concepts into tangible elements of the curated research 
data archive. 

Enriching grounded theory-building: By enabling the representation of 
such constructs within Derived AIPs, the Connective project's archival 
infrastructure not only supports the initial identification of these elements, 
but also their utilization in iterative cycles of analysis. Researchers can 
leverage the enriched Derived AIPs to question, refute, or reinforce 
grounded theories about the phenomena under investigation. For example, 
the attribution of heroism to historical figures in social media discourse can 
be examined in the light of prevailing cultural models and metaphors 
identified within the archive, providing an evidence-based understanding of 
collective memory construction and identity negotiation in digital memory. 

This capability to dynamically enrich the AIPs with new knowledge 
graph objects and to utilize these enhancements in subsequent analyses 
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exemplifies the archive's potential role as an active participant in the 
research process. Rather than serving merely as a repository of static data, 
the archive becomes a collaborative platform where the boundaries between 
curation and creation blur, fostering a symbiotic relationship between 
archival practices and scholarly inquiry. 

Fit for purpose: Serving research needs. The specification of a research-
capable social media archive, as exemplified by the Connective project, 
underscores the importance of aligning archival practices with the specific 
needs of the research community. The ability of the archive to adapt to and 
incorporate the evolving insights of researchers is a testament to its fitness 
for purpose. By providing a flexible and expandable infrastructure that 
accommodates the analytical endeavors of scholars, the project ensures that 
the archive remains not only relevant, but indispensable to the exploration 
of complex social media phenomena. 

In conclusion, the Connective project's approach to social media 
archiving, characterized by its dynamic and interactive AIPs, introduces a 
new direction for research-capable archival systems. By enabling the 
continuous enrichment of the archive with new knowledge and insights 
generated through scholarly analysis, the project demonstrates the critical 
role of archives in advancing our understanding of digital culture and 
communication. This model affirms that for a social media archive to be 
truly ‘fit for purpose’ it must be designed to serve the evolving needs of 
researchers, facilitating the discovery, analysis, and interpretation of social 
media interactions in ways that account for the dynamic nature, plurality, 
and context-dependency of social knowledge. 
 
6. Reflections on web archiving, digital curation, and research infrastructures 
 

The landscape of web archiving has traditionally focused on long-term 
preservation, fixity, and authenticity, often neglecting the dynamic and 
evolving nature of digital content. Driven by institutional memory 
organizations, web archiving initiatives have emphasized the creation of 
static repositories to safeguard digital heritage for future generations. While 
invaluable for preserving the digital record, this approach often overlooks 
the active use, enrichment, and transformation that characterize the lived 
experience of digital research ecosystems. Similarly, the field of digital 
curation has faced its own set of challenges. Initially vibrant and innovative, 
digital curation research risks stagnation due to its close ties to institutional 
and preservation-centric initiatives. The prevalent ‘preservation vault’ 
lifecycle model often fails to recognize the importance of knowledge 
representation and the specific needs of designated user communities, such 
as, notably, researchers. This narrow, custodial perspective on curation 
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overlooks the researchers’ active role in curating social media records, 
infusing them with meaning through their analytical and interpretive work. 

To address the multifaceted challenges posed by digital curation in the 
social media context, our approach draws on an alternative, pragmatic 
perspective on digital curation (Dallas 2016). This perspective prioritizes 
descriptive attention to digital curation as it occurs empirically “in the 
wild”, involving a diverse range of curating actors, activities and objects of 
curation, over prescriptive rules within the custodial realm of archival 
professional work. It highlights the importance of embracing multiple 
viewpoints and relationships among records and their contextual 
frameworks, rather than adhering to rigid and formulaic approaches. It also 
recognizes that records are not fixed but evolve across time as knowledge 
and interpretive frameworks change. This aligns with the need to account 
for memory and identity as relevant paradigms for archival theory, 
advocated by Terry Cook’s fundamental critique of the narrowness of 
dominant approaches to the design and professional practices of archives 
(Cook 2013). It also resonates with the records continuum approach 
(McKemmish 1997; Upward, McKemmish, and Reed 2011), which 
emphasizes that the responsibilities of archivists and data managers extend 
beyond the moment of record creation, encompassing the plural nature of 
interpretations and the need to consider diverse perspectives, particularly 
within the realm of online cultures. 

This approach acknowledges that social media archives are not static 
entities but are shaped by ongoing interactions, evolving meanings, and the 
diverse voices and experiences of users. It is enabled by a comprehensive 
framework that acknowledges the dynamic nature of social media archives 
and the challenges posed by diverse perspectives and modes of knowing. 
Building upon critical digital curation and archival theory, our framework 
extends beyond the traditional understanding of a social media archive as 
merely capturing and managing fixed records in a preservation vault. 
Instead, it welcomes plural interpretations of social media records within the 
archive, recognizing the perspectival concerns of various stakeholders, and 
being open to the ethical and political dimensions inherent in decolonial and 
indigenous ways of knowing, as well as the complexities arising from the 
dynamics of online communication and the logics of social media platforms. 

In the realm of digital research infrastructures, a tension persists between 
large-scale, often multinational or national projects that mimic traditional 
archival and library functions, and the more granular, practice-oriented data 
management activities of individual researchers and projects. The latter, 
crucial for shaping the epistemic potential and interpretive frameworks of 
research, remains relatively unexplored in discussions on research 
infrastructures. This gap highlights the need for a deeper understanding of 
how data models, taxonomies, and curation practices directly influence the 
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trajectory and outcomes of scholarly inquiry. The Connective project's 
approach to creating a social media data archive tailored for scholarly 
research represents a promising convergence of these domains. By 
prioritizing the significant properties of social media interactions that are 
vital to researchers, the project shifts attention from mere preservation to 
active engagement with the data. This perspective acknowledges the 
challenges of authenticity and integrity in social media data, while 
recognizing that the meaningfulness of information suitable for research in 
the human sciences hinges on what Ian Hacking (1999, 123) refers to as 
“interactive kinds”—those that are epistemically constructed and 
dynamically shaped by research activities. 

Knowledge representation and semantic technologies, such as knowledge 
graphs, provide a powerful toolkit for rethinking social media web 
archiving. These technologies enable a more nuanced and flexible 
representation of social media data, facilitating the identification, 
annotation, and linking of content in ways that align with the conceptual and 
operational needs of social media research. This approach not only enhances 
the accessibility and usefulness of archives for researchers, but also fosters a 
curatorial effect through which scholarly engagement actively contributes to 
the construction and evolution of the research data landscape. 

In this regard, the approach adopted by the Connective project may serve 
as a promising model for integrating web archiving, digital curation, and 
research infrastructures in a manner that is responsive to the dynamic and 
interactive nature of social media research. By fostering dialogue between 
these fields and placing the research process at the forefront as a data 
curation practice, the project lays the groundwork for a more engaged and 
reflective approach to the archiving and analysis of social media content. 
This paradigm shift holds the potential to enrich the field of social media 
research by opening up new avenues for exploring the complex interplay of 
digital interactions, cultural practices, and societal discourses in the online 
sphere. 
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