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The recent financial crisis and changes in the Italian industrial system 
show that the concept of localization/delocalization of production pro- 
cesses, factors of production, and markets have now very little to do with 
geographical/administrative borders; and this brings into question some 
foundations on which the quantification of economic phenomena are tra-
ditionally based. In this context, a very important element of complexity is 
represented by the evaluation of competitiveness. 

Economic competitiveness is the object of frequent debates in the 
prominent national and international institutions. Problems regarding the 
concept and its proper measurement are not solved yet and they require 
a further elaboration, particularly regarding the context of analysis, the 
needed information and the available statistical data sources. 

The literature on the subject is very extensive. Authors often take in-
to consideration a set of indicators that are either a consequence of being 
competitive (growth of production, market penetration) or a cause of the 
competitiveness itself (investments in R&D, productivity increase, innova-
tion capacity), drawing sometimes ambiguous conclusions. Part of this am-
biguity can be attributed to the fact that it is not always clear if one refers to 
a micro or to a meso/macro-economic context: while at a micro-economic 
level the natural elementary unit of analysis is the firm (firm competitive-
ness), we need a systemic approach when we pass to a meso-/macro-eco-
nomic level (system competitiveness). For example, firms belonging to 
local economic systems get a sizable part of their competitive advantages 
just from the context in which they operate and, hence, their competitive-
ness cannot be assessed disregarding the relationships with the local con-
text. Therefore, the reference unit is not unique and the different possible 
definitions involve the concepts of local systems, firm networks, natio- 
nal economic systems: moreover, the choice of the reference level (micro, 
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8 Firms and System Competitiveness in Italy

meso, macro) has a strong effect, not only on the specification of the unit of 
analysis, but also on the identification of the relationships between units, 
time horizon, informative needs and related measurement of competitive-
ness. The micro, meso and macro perspectives are in someway integrated. 
In fact, if it is true that the competitiveness of a system largely depends on 
the competitiveness of the firms operating within it, it is also true that its 
competitiveness cannot be completely assessed by simply comparing the 
performance of the firms. In other words, we can say that firms and system 
objectives are different and they could even diverge: for example, the fact 
that the single firms are not competitive does not exclude that a system is 
instead highly competitive due to its capacity of creating new competitive 
firms and of expelling, at the same time, the weaker ones. Analogously, 
the fact that a system is able to create a high value added return does not 
imply that all of its firms have high returns; the returns could be compro-
mised, for example, by an excessive financial burden. The consequence is 
that any proper analysis should necessarily take into consideration both 
aspects (micro and meso/macro). In particular, the aggregate approach 
(meso or macro) should face the crucial question of the reference level of 
analysis (firm networks, local or national system), that is which elementary 
unit should be considered in the analysis. In this respect, it is useful to refer 
to the concept of system which, as known, is based on the existence of com-
ponents and relationships among components. 

The definition of a system is founded on the concept that internal rela-
tionships are more important than external relationships (self-containing 
of the relationships). Hence, it is easy to understand how it is possible to 
identify minimal economic systems, characterized by common daily activi-
ties, and economic systems in which the self-containing concept can refer 
to common fiscal policy, industrial policy etc. Focusing on Italy, situation, 
the local labor systems, defined by ISTAT, seem to be the natural starting 
point, since they identify the minimal level at which many of the elements 
that influence the competitiveness of the higher level systems are born. In 
turn, the competitiveness of every local system is influenced by the nearby 
local systems and by the rules and policies adopted by the local and central 
administrations. In other words, if it can be affirmed that the Italian com-
petitiveness (or the competitiveness of an Italian region) depends on the 
competitiveness of its local systems, it is also evident that the competitive-
ness of the national economic system (or regional system) has an effect on 
the competitiveness of the local systems that belong to it. This shows that 
the competitiveness of every local system depends, on the one hand, on  
the behavior of its internal components, and, on the other hand, on the in-
teractions among the different territorial units, both at the same and at the 
higher hierarchical level.

These interactions are key factors which can explain the recent years’ 
downturn in competitiveness for the Italian firms as well as the difference 
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in competitiveness we can observe in different sectors (see the Made in 
Italy or services vs. manufacturing). 

This book aims at discussing the complex phenomenon called com-
petitiveness from a critical viewpoint either at system or at firm level. In 
particular, Buzzigoli and Viviani (chapter 1) provide a comprehensive criti-
cal survey of the numerous contributions regarding competitiveness in its 
various aspects. Both theoretical and empirical issues are explored and dis-
cussed, with a special attention to statistical issues involved in the choice of 
proper informative sources, in the building of sound indicators and in the 
application of suitable methods of analysis. 

In recent years, other than tertiarisation and reduction in firm size, sub-
stantial structural changes in the Italian economy between the last two cen-
suses have affected Italian competitiveness. Grassini and Marliani (chapter 
2) discuss the remarkable shift that occurred in the share of employment 
inside the industry sectors, from the production of home and personal 
goods towards the production of instrumental goods (light mechanics), as 
well as, inside the services sectors, from the production of personal serv-
ices towards the production of business services in the period 1998-2004. 
They show a widespread decrease of labour productivity and a remarkable 
employment shift from industry to services. They also show that this em-
ployment reallocation across sectors had a negative effect on the perform-
ance of the whole economy: the employment share shifted towards less 
performing sectors. Services are mostly responsible for the presence of a 
robust structural burden.

Velucchi and Viviani (chapter 3) analyze the multidimensional competi-
tiveness concept in a comparative perspective. Studies on this theme range 
from productivity and cost studies for specific activities and institutional 
analysis to general strategy papers, development plans and cluster studies. 
The best-known measure, however, seems to be the competitiveness index, 
a composite indicator ranking countries against each other according to se-
lected criteria and proxies of competitive ability. In fact, competitiveness is 
a relative concept: it depends on the variables included in the analysis, on 
the disaggregation level, on the data sources. This chapter deals with com-
petitiveness sensitivity and adapts a confirmatory factor analysis focusing 
on the economic and innovative capacity of the European regions. The re-
sults show the role of labor productivity and patenting on the regions com-
petitiveness; in other words, the most competitive regions’ are those with 
both high levels of economic prosperity human capital and, especially, in-
novative capacity. 

Paniccià and Conti (chapters 4 and 5, respectively) analyse specific case 
studies to investigate the role of service sectors as a fostering force of com-
petitiveness differentials at a regional level. 

In particular, Paniccià (chapter 4), in his case study, analyses the inter-
dependences in the fashion sector in Tuscany, in particular in the service 
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sector, using an input-output approach and the Tuscany-rest of Italy bi-
regional matrices created by IRPET – the Tuscan Regional Institute for 
Economic Planning – for the years 1988 and 1997. He describes the le- 
vel of integration within the production system showing the initial gap in 
1988 and the dynamic trend over recent years of a very important sector in 
Tuscany (both in a territorial and sectoral perspective).

Conti (chapter 5) shows the use by Tuscan enterprises of business-re-
lated services. He analyses the main types of service used by companies, 
the size of the purchase markets, the criteria for choosing suppliers and 
the relative levels of user satisfaction, the main deficiencies encountered 
according to the type of service and the professional figures needed to im-
prove the performance of the companies in the province of Florence. The 
investigation is based on a structured questionnaire distributed to a sam-
ple of 513 companies in the province of Florence. The paper shows that 
the great majority of companies in the province of Florence only require 
simple, standardised services, principally accounting for tax returns and 
tax matters in general, offered mainly by accountants and to a lesser extent 
by the Tax Assistance Centres. Only a tiny minority of companies buy more 
sophisticated services connected to business consultancy or patent law. 

Finally, the last paper (Buzzigoli and Viviani, chapter 6) deals with the 
role of energy as an important dimension in international competitiveness. 
The paper aims at contributing to the analysis of interrelations between 
structural economic aspects and energy related issues in Italy. The focus 
is on the dynamic of energy intensity monitored in time, in order to catch 
the interaction between the economic dynamic, summarized by the value 
added, return and the employment of energetic resources, interpreted as a 
complex productive factor, integrated with the direct costs of the produc-
tion process.



L. Buzzigoli
A. Viviani1

Firm and System Competitiveness: Problems 
of Definition, Measurement and Analysis2

1. Introduction

What is meant by competitiveness?
The theme is largely discussed and is of universal interest, not only in 

the academic environment, but also in the political and in the managerial 
ones. While researchers try to study in detail concepts and measures, al-
most every government in the world has identified competitiveness as a 
main goal of economic activity, setting up expert commissions to analyze 
its characteristics and to measure it.

In the USA the President’s Commission on Industrial Competitiveness 
dates back to 1985 and in 1986 The Competitiveness Policy Council was 
created. Ever since the seventies, in some European countries, competive-
ness became a focus of discussion.

At present, the interest is even stronger. One primary example is the 
Lisbon Agenda, the ten year program to reform and renew the economy 
set out by the European Council on March 2000, in which the EU Heads 
of States and Governments agreed to make the EU «the most dynamic and 
competitive knowledge-based economy in the world capable of sustain-
able economic growth with more and better jobs and greater social cohe-
sion, and respect for the environment». This widespread interest and this 
«institutionalization» of competitiveness – although it gave birth to a series 
of periodic reports at various levels of analysis (European Commission, 
2004, a National Competitiveness Council, 2005, WEF, 2006, IMD, 2006 etc.) 
– didn’t produce any final definition of the term and any comprehensive 

1 Dipartimento di Statistica «G. Parenti», viale Morgagni 59, 50134 Firenze, Italy; e-mail: buz-
zigoli@ds.unifi.it, viviani@ds.unifi.it.
2 This paper is part of the research project no. 2005139545_003 funded by the MUR.
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systematization of its different aspects. On the contrary, it opened a vast in-
ternational debate producing an amazing amount of contributions, dealing 
with both theoretical and empirical issues (e.g. European Commission 2005 
for Europe; Biggeri, Bini 2006, for Italy) and provoking a sort of «competi-
tiveness fad» (Kitson et al. 2004). Researchers used the concept of competi-
tiveness in many different ways, from a variety of perspectives and using 
different methodologies: there are studies involving macroeconomic, mi-
croeconomic, business, geographical, sociological, sectorial factors which 
are always interrelated. 

A cursory Internet search of competitiveness (together with the adjec-
tive economic) turned up 45,700,000 web sites by universities, research 
institutes, national statistical agencies, industry associations, consultants, 
and cities, states, and regions reporting studies.

This multifaceted framework is due to the multidimensional nature of 
the concept and foreshadows the difficulties in defining what competitive-
ness really represents. 

But, although often abused and misused, the concept of competitive-
ness incorporates important aspects of our economy that are useful to un-
derstand growth and wealth at various levels of analysis, especially in a 
globalized world.

The aim of this paper is to provide a comprehensive critical survey of 
the numerous contributions regarding competitiveness in its various as-
pects. Both theoretical and empirical issues will be explored, with special 
attention to statistical issues involved in the choice of proper informative 
sources, in the building of sound indicators and in the application of suit-
able methods of analysis.

The structure of the paper is organized in six sections. The next section, 
section two, introduces the general concept of competitiveness and under-
lines the role of statistics in describing it. The third section is devoted to 
globalization with special attention to statistical issues. The fourth section fo-
cuses on the different levels of analysis for competitiveness. The penultimate 
section describes various statistical problems involved in the measurement 
and in the analysis. In the final section, some final remarks close the paper.

2. Definitions and Measures: the Role of Statistics

The word competitiveness derives from the verb to compete, the ety-
mology of which dates back to the Late Latin cum-petere (see Merriam-
Webster’s Collegiate Dictionary), which means «to seek together»: in fact, 
it is the union of the preposition cum (with) and the verb petere (to aim at, 
to ask) (Cellini, Soci 2002). Therefore, its original meaning stresses co-oper-
ation; nowadays, on the contrary, the prevalent meaning is «to strive con-
sciously or unconsciously for an objective (as position, profit, or a prize); be 
in a state of rivalry» (Merriam-Webster’s Collegiate Dictionary).
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In this sense it is a dynamic concept, defining a behavior pursuing a 
definite objective. 

Nonetheless, in the vast literature which is available on the subject com-
petitiveness is sometimes seen as a prerequisite of economic success, while 
sometimes it is identified as a consequence or an outcome.

Moreover, these different definitions have risen – also independently 
– in many different fields of study: international trade, industrial organiza-
tion, business economics etc.. The so called globalization process (see sec-
tion three) further enlarged the dimensions of analysis and contributed to 
the proliferation of definitions and indicators.

Some economists do not share this attitude (Krugman’s [1996b] thought 
is well known) and have warned against a generalized abuse of the con-
cept, but, in spite of this, the general interest is at present even greater than 
before. Some simple considerations can help in understanding the com-
plexity of the issue.

As far as international trade is concerned, competitiveness is often con-
fused with comparative advantage (Leamer 1984). In fact, typical trade in-
dicators used in competitiveness analysis are derived from the Balassa’s 
approach which measures the revealed comparative advantage (Balassa 
1965). Actually, the concept of comparative advantage derives from the 
Ricardian trade model and is rigorously defined in an economic theoreti-
cal framework where the resources endowment (land, location, natural re-
sources and labor) plays a fundamental role in the creation of wealth and 
where intra-firm flows, together with the various price distortions in out-
put value and cost, are not considered. Theoretical and empirical analysis 
are still on-going and the debate is still alive.

On the other hand when competitiveness is related to the activity of 
multinational enterprises, it often combines with attractiveness, a general 
concept dealing with a broad range of factors: market extent, capital and 
labor cost (where the taxation system plays a fundamental role), presence/
absence of complementary/competitor enterprises, political stability etc. 
(Cœuré, Rabaud 2003), a set of elements that brings a country (or a region) 
to prevail over others in international consideration.

When competitiveness is analyzed at firm level it often deals with the 
concept of performance, including the notions of profitability and produc-
tivity, which – although well known in economic and business literature 
– are far from being univocally defined and measured.

Moreover these concepts must be reinterpreted in a fast evolving envi-
ronment where technology and infrastructures are more important than in 
the past (see section three).

Similar problems arise when we try to give definitions of competitive-
ness at the various levels of economic analysis: macro level as far as com-
petitiveness of nations is concerned, meso level for industrial or regional 
competitiveness, micro-level for competitiveness of firms. Michael Porter 
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(see section four) tried to connect the macro- (national) with the meso- 
(cluster) and micro-dimension (firm) by means of his competitiveness ad-
vantage theory, which goes beyond the comparative advantage approach 
to promote a more active attitude of firms towards economic opportunities. 

This multifaceted world makes our work more difficult. First, the vari-
ety of concepts that are often linked to competitiveness is extremely fuzzy. 
Second,  these concepts are derived from different levels of analysis: macr-
oeconomic foundations, microeconomic principles, geographic approaches 
etc., which are always independently considered.

A look at the literature is enough to find numerous definitions of 
competitiveness. 

Some of them refer to a whole country or nation.
«National competitiveness refers to a country’s ability to create, pro-

duce, distribute and/or service products in international trade while earn-
ing rising returns on its resources» (Scott, Lodge 1984).

Competitiveness is «the ability of a country to achieve sustained 
high rates of growth in GDP per capita» (World Economic Forum, Global 
Competitiveness Report 1996).

Competitiveness is «the degree to which a country can, under free 
and fair market conditions, produce goods and services which meet the 
tests of international markets while simultaneously maintaining and ex-
panding the real incomes of its people over the longer term» (President’s 
Commission on Industrial Competitiveness 1985).

«A field of Economic knowledge, which analyses the facts and policies 
that shape the ability of a nation to create and maintain an environment 
that sustains more value creation for its enterprises and more prosperity 
for its people» (IMD 2003).

Other definitions directly refer to firm or industrial level.
«A firm is competitive if it can produce products and services of superi-

or quality and lower costs than its domestic and international competitors. 
Competitiveness is synonymous with a firm’s long-run profit performance 
and its ability to compensate its employees and provide superior returns 
to its owners» (Select Committee of the House of Lords on Overseas Trade 1985).

«Industrial competitiveness is the ability of a company or industry to 
meet challenges posed by foreign competitors» (US Department of Energy).

«The immediate and future ability of, and opportunities for, entrepre-
neurs to design goods worldwide whose price and non-price qualities 
form a more attractive package than those of foreign and domestic com-
petitors» (European Management Produce and Market, also used for de-
fining Competitiveness of Enterprises in the World Competitiveness Report 
1991, IMD and World Economic Forum).

«Competitiveness includes both efficiency (reaching goals at the lowest 
possible cost) and effectiveness (having the right goals). It is this choice of 
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industrial goals which is crucial. Competitiveness includes both the ends 
and the means towards those ends» (Buckley et al. 1988).

«Competitive advantage at firm level is the ability to consistently and 
profitably deliver products and services which customers are willing to 
purchase in preference to those of competitors.» (Department of Enterprise, 
Trade and Employment, UK).

Some other definitions have a more general scope.
Competitiveness «is about creating high skills, high productivity and 

therefore a high usage economy» (Department of Trade and Industry, 
1994).

«Competitiveness should be seen as a basic means to raise the stand-
ard of living, provide jobs to the unemployed and eradicate poverty» 
(Competitiveness Advisory Group 1995).

Some definitions are even more comprehensive and try to describe 
the multidimensional nature of the concept, like the one by OECD (1996), 
which embraces all the various levels of observation (micro-meso-macro).

«Supporting the ability of companies, industries, regions, nations or 
supranational regions to generate, while being and remaining exposed to 
international competition, relatively high factor income and factor employ-
ment levels» (OECD 1996). 

Finally, some definitions try to underline the relativity of the concept.
«Competitiveness is relative and not absolute. It depends on sharehold-

er and customer values, financial strength which determines the ability 
to act and react within the competitive environment and the potential of 
people and technology in implementing the necessary strategic changes. 
Competitiveness can only be sustained if an appropriate balance is main-
tained between these factors which can be of conflicting nature» (Feurer,  
Chaharbaghi 1994)

«Competitiveness implies elements of productivity, efficiency and prof-
itability. But it is not an end in itself or a target. It is a powerful means to 
achieve rising living standards and increasing social welfare – a tool for 
achieving targets. Globally, by increasing productivity and efficiency in the 
context of international specialization, competitiveness provides the basis 
for raising peoples’ earnings in a non-inflationary way» (Competitiveness 
Advisory Group 1995).

In summary, most of the definitions of national competitiveness relate 
both to trade performances and to the capacity of maintaining sustained 
standards of living for citizens in a framework which relies on economic 
growth, human development and quality of life.

On the other side, definitions of firm competitiveness are related to 
market performance and productivity. 

In many cases the desired result is determined by the efficiency and the 
effectiveness of both the private sector and the public one in a sort of mu-
tual relationship that underlines their interdependence.
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This rapid review shows the variety of perspectives and scope of the 
different definitions, ranging from comparative advantage and price com-
petitiveness perspectives (generally used by economists and referred to 
economic characteristics of the different countries), to strategy and man-
agement perspectives (used by management researchers who refer prefera-
bly to firm specific factors) and socio-cultural ones (adopted by sociologists 
and political theorists). 

The only way to systematize this indefinable ‘object’ is a multi-criteria 
approach which develops different viewpoints for the different dimensions 
of the phenomenon. Moreover, once that the dimensions are established, a 
further and more serious problem is the translation of the defined concepts 
into rigorous and reliable measurement systems and the later detection of 
adequate statistical and administrative sources. 

From a statistical point of view the search of the definition of com-
petitiveness cannot be separated from the definition of the measurement 
method and from the associated data generation process, otherwise the 
definition is meaningless. These aspects further complicate our task but 
help in identifying the operational aspects and facilitate the successive em-
pirical considerations.

3. Globalization and Competitiveness:  
the Statistical Perspective

Most of the economic literature mentions globalization as the main 
cause of the increasing importance of competitiveness. Actually globaliza-
tion is an old concept and not a new one, but before the first world war 
the level of integration was rather scarce, because it was based essentially 
on trade between independent firms. However, in the last decades of the 
century the level of integration became pervasive involving primarily the 
production process (Gereffi 2005). Therefore a brief overview of the sig-
nificance of globalization can help in introducing important dimensions of 
analysis, in order to fit the statistical tools to the new information needs.

The entry for the Oxford Companion to Politics (Krieger 2001), states 
that globalization is

[…] a process (or set of processes) which embodies a transformation in 
the spatial organization of social relations and transactions, expressed in 
transcontinental or interregional flows and networks of activity, interaction 
and power. […] In short, it can be thought of as the widening, intensifying, 
speeding up, and growing impact of world-wide interconnectedness.

In this sense, globalization regards not only the economic dimen-
sion, but also the political, and the cultural ones, all of which can have 
a social impact. Therefore the topic is typically interdisciplinary and 
multidimensional.
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Moreover, globalization cannot be limited to internationalism, in the 
sense of geographic spread of economic activities, because it is qualita-
tively different: the adoption of new technologies (see the advancements 
in transportation, communication and information technology) togeth-
er with the declining of trade barriers and the liberalization of capital 
movements and deregulation of financial services (removal of protection-
ist barriers, growth of transnational corporations, freer capital flows etc.) 
diminishes distances and national boundaries and favors «the functional 
integration of internationally dispersed activities» (Dicken 2003). Since 
companies find it profitable to reorganize the production network on an 
international scale, and to outsource shares of their activities, integration 
of trade is accompanied by a rising disintegration of production proc-
esses (Feenstra 1998). 

This fragmentation of production processes leads to the loss of the ter-
ritorial link between the economic subject – who owns or controls an entre-
preneurial activity – and the place where the activity takes actually place. 
A well known consequence of this is the «new international division of 
labor» (Fröbel et al. 1980) exploiting low-wage economies of developing 
countries for the labor-intensive phase of production. Moreover, the rapid 
technological advances facilitate service trade. 

All these changes modify the relationships among national economies, 
multinational and transnational organizations, firms, geographical locali-
zations, consumers, people and these changes also enlarge the spectrum of 
macro- and micro-economic policies. 

The nature of competition is influenced by this extremely dynamic con-
text. The concept of competitiveness is in itself globalized, in the sense that 
the number of competitors is larger and more spread out than before: firms 
have to face competitors in a wide range of markets and in many different 
areas; innovation is an important competitive weapon, while price compet-
itiveness is less determinant then before; flexibility as the need to be more 
responsive to changes and faster to adopt new ideas becomes essential to 
remain in business. 

The strong impulse in international activities of firms due to the globali-
zation and liberalization process opens up new and increasingly vast mar-
kets where resources are internationally mobile and national economies 
are becoming more and more interdependent. 

In this new situation traditional statistics soon revealed inadequate to 
obtain more comprehensive and comparable data on the economic activi-
ties undertaken by enterprises beyond national borders and to describe the 
process of globalization in economic, technological, commercial and finan-
cial dimensions (a comprehensive review of the main sources of basic data 
concerning globalization indicators is in OECD 2005b).

In the traditional approach the indicators usually considered to evalu-
ate the relationships among national economic systems are largely based 
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on export/import volumes. The definitions of competitiveness often refer 
to trade performances and a large part of statistics traditionally used in the 
analysis of competitiveness are trade indicators. Statistics describe the state 
of trade flows and trade patterns of a country or of several countries and 
can be used to analyze flows and patterns over time or across countries.

Trade data are available from national statistics and, for international 
comparisons, from international organizations (UN, UNCTAD, WTO etc.), 
but they are not always reliable (ITC 2005).

A synthesis of the indicators that can be built is not easy: for a review 
of trade indicators in the framework of a globalized economy we refer to 
OECD (2005b) but, following Mikic (2005), we can classify them into two 
groups: trade dependence and trade performance indicators; export spe-
cialization and competitiveness indicators.

Indicators in the first group (trade dependence indicators, relative 
growth of merchandise trade, major export category, export diversifica-
tion, index of trade concentration, trade intensity coefficient etc.) capture 
country’s export and import flows, their growth in value or volume, their 
temporal evolution, their product composition and geographic structure. 
Linking these characteristics with domestic economy, the importance of 
trade on the global economic system of the country can be estimated. 

The indicators in the second group (revealed comparative advantage, 
intra-industry trade, trade overlap index, complementarity index, export 
similarity index, real effective exchange rate etc.) provide information on 
the degree of export specialization, the importance of intra-industry rela-
tionships and production patterns. 

In an environment where the space dimension attains a new meaning, 
these indicators are largely insufficient to quantify the above mentioned 
integration (Garofalo et al. 2002) and many of the indicators built by official 
statistics which are traditionally based on the territorial concept of firm 
must be accompanied with other sources of information.

The complex production chains dispersed over different countries pro-
voked a significant increase in intra-firm trade (cross-border trade between 
multinational companies and their affiliates, sometimes referred to also 
as «related party» trade) and inter-industry trade (trade between differ-
ent firms of the same industry, involving the import and export of similar 
goods by the same country) (OECD, 2002). 

While intra-industry trade involves only the traditional bilateral trade 
statistics for that product category, the quantification of intra-firm trade is 
more difficult to obtain, because international trade among firms/nations 
combines with international trade among the affiliates of the same firm. 
Therefore the evaluation of the performance is complicated by the trade-off 
between residence and ownership of the firm, it involves the knowledge of 
the relationship between the firms involved in the transactions and appro-
priate firm surveys must be organized.
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New concepts and measures had to be defined, and this progressive 
renewal had to be developed starting from the principles of integration 
and harmonization. These concepts and measures must be integrated with 
existing tools and they must observe a common analytical framework. In 
summary, the approach is that of building on internationally agreed stand-
ards, and not that of suggesting modifications. Moreover these concept 
must be shared by the international community and therefore the statisti-
cal standardization is possible only with a great international cooperation.

There is vast literature on the measurement of the economic globaliza-
tion that is evidence of the international interest on the subject: a signifi-
cant result is the OECD Handbook on Economic Globalization Indicators 
(2005b) that, recognizing the multidimensional nature of globalization, 
identifies a set of indicators to estimate the globalization process, and pro-
vides national statistical institutes with the methodological guidelines 
needed to build the indicators and make them comparable with interna-
tional standards.

In particular, national statistical offices soon faced significant difficul-
ties in providing reliable information on the functioning and role of multi-
national enterprises (MNE) which operate across geo-political boundaries. 
For instance, national accounts systems base the measurement of transac-
tions between residents and non-residents on the residence concept and re-
fer to the economic territory of a country: an institutional unit is a resident 
unit of a country or economy when it has a centre of economic interest in 
the economic territory of a country. The suggested period for determining 
residence is one year. As a consequence, the production which is undertak-
en outside the economic territory of a resident enterprise by the personnel, 
plant and equipment of that resident enterprise is treated as part of host 
country production, and the enterprise is treated as a resident unit (branch 
or subsidiary) of that country, if the enterprise meets the conditions stated 
above (UN 2002).

Therefore much of the work focuses on the activity of multinational 
enterprises (MNE) and identifies three dimensions of analysis which are 
largely interrelated: foreign affiliate trade statistics, foreign direct invest-
ments, the role of technology.

The central concept in the analysis of MNE’s activity is that of foreign 
affiliate. A foreign affiliate is an enterprise in the compiling country on 
which an institutional unit outside the compiling country has control3, or 
an enterprise outside the compiling country on which an institutional unit 
in the compiling country has control (Eurostat 2003). 

Traditional balance of payments and international investment position 
(IIP) statistics, do not measure the operations of the foreign affiliates of 

3 Foreign controlled corporations (non-financial and financial) consist of all resident corpora-
tions and quasi-corporations that are controlled by non-resident institutional units.
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multinational enterprises, such as sales, employment and assets: they only 
consider the net investment of the direct investor in foreign affiliates (IMF 
2003, IMF and OECD 2003).

Recently, great efforts are under way to encourage the compiling of the 
Foreign Affiliate Trade Statistics (FATS), which aim to describe the opera-
tions of foreign affiliates.

In particular, in the field of MNE’s activity new informative require-
ments have risen in the field of trade in services, which is more difficult to 
measure than trade in goods, because of difficulties in the definition (serv-
ices cannot be described by physical attributions or physical functions) and 
in the survey operations (for instance, there is no custom crossing with all 
the usual administrative documentation provided for goods). 

Since the beginning of the nineties national statistical agencies and in-
ternational organizations made a strong effort to develop a common set of 
harmonized rules and guidelines for the measurement of this complex new 
production system.

After the WTO’s General Agreement on Trade in Services4 (GATS), the 
first ever set of multilateral, legally-enforceable rules covering international 
trade in services, the need for shared general rules is even more important.

The Manual on Statistics of International Trade in Service (UN 2002) is an 
important frame of reference for countries that need to collect and dissemi-
nate data on international service trade. It is the result of the joint work of 
several international organizations (IMF, OECD, EUROSTAT, UNCTAD, 
WTO) and it proposes a clear and more detailed and comprehensive sys-
tem for the measurement of trade in service. It is built upon the tradition-
al system of statistical data, that uses internationally agreed standards 
for compilation, definitions and measurement methods (e.g. 1993 SNA – 
System of National Accounts, BPM5 – the International Monetary Fund’s 
Balance of Payments Manual, BD3 – the OECD Benchmark Definition of 
Foreign Direct Investment etc.).

Definition, valuation, classification and recording of resident/non-resi-
dent trade in services in the conventional sense were already available in 
these systems; this concept is coherent with the one of international trade 
in goods and form the international trade in goods and services in the 
BPM5 account; the Manual extends the definition of international trade in 
services to include the value of services provided through foreign affiliates 
established abroad, described here as foreign affiliates trade in services (FATS, 
yet again), and it does so by considering the location of both the supplier 
and the consumer of the traded service. FATS statistics comprise sales and/

4 GATS establishes a set of rules and disciplines governing the use by WTO member coun-
tries of trade measures in services. Such measures consist of laws, regulations, administrative 
actions and decisions affecting the purchase, payment or use of a service or the presence of 
foreign service suppliers (UN 2002).
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or output, employment, value added, exports and imports of goods and 
services, number of enterprises etc. (OECD Glossary of statistical terms). 

Therefore the term FATS doesn’t have only one meaning, even in the in-
ternational community: originally the acronym stood for Foreign Affiliates 
Trade in Services in the sense stated above; more recently, however, Eurostat 
has used it in a broader sense (Foreign Affiliates Trade Statistics), including 
all the activities of affiliates with the exception of trade (e.g. manufactur-
ing) (OECD 2005b).

Data on the activities of majority-owned foreign affiliates in the compil-
ing economy are usually referred to as inward FATS, and those relating to 
majority-owned foreign affiliates of the compiling economy that are estab-
lished abroad are referred to as outward FATS. 

Closely related to FATS are Foreign Direct Investments (FDI). 
The OECD Benchmark Definition states:

Foreign direct investment reflects the objective of obtaining a lasting 
interest by a resident entity in one economy (direct investor) in an entity 
resident in an economy other than that of the investor (direct investment 
enterprise). The lasting interest implies the existence of a long-term relation-
ship between the direct investor and the enterprise and a significant degree 
of influence on the management of the enterprise.

A foreign direct investment enterprise is an incorporated or unincor-
porated enterprise in which a direct investor resident in another economy 
owns 10% or more of the ordinary shares or voting power (for an incor-
porated enterprise) or the equivalent (for an unincorporated enterprise) 
(OECD Glossary of Statistical terms).

FDI is a category of international investment that reflects the objective 
of a resident entity in one economy to obtain a lasting interest in an enter-
prise resident in another economy, therefore reliable information on FDI 
can shed light on the competitiveness and/or attractiveness of economic 
systems or of specific sectors. Moreover, beyond the traditional purpose of 
measuring the financial flows between the source country and the recipi-
ent country, FDI measures the activity of MNE, the factors that can help 
in explaining these activities and the effects on the economy of both the 
countries involved. The most recent studies stress the importance of FDI 
as a «vehicle of transmission of ideas, technological knowledge, organi-
zational knowledge and business knowledge» (Lipsey 2006). This kind of 
analysis requires data on several aspects of economic activity: production, 
sales, employment, research & development, plant and equipment etc., and 
this information must be available both for the parent firm and for its for-
eign affiliates.

Finally, another relevant issue is the internationalization of technology: 
industrial research and development, intangible trade in technology, high 
technology products, patents, strategic technology alliance between firms, 
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migration of highly skilled individuals etc., are some of the forms that this 
kind of internationalization can take. In general, there is a widespread in-
terest on innovation as a fundamental key for facing the global competi-
tiveness challenge (Hughes 2005).

The measurement of these aspects still needs the harmonization of 
concepts and definitions. For instance, maybe the most used indicators of 
technology output are patent indicators, often included in national science 
and technology publications. Nonetheless, it is well known that statistics 
on patenting are far from being reliable at an international level: a stand-
ard method for calculating indicators from patent data is still lacking, and 
therefore the analysis can give divergent results. The need for standardiza-
tion is at present particularly important because patenting activity is ex-
panding and therefore the risk of increasing noise and bias becomes higher 
and higher (OECD, 2004).

4. The Reference Levels of Competitiveness

The multidimensional nature of competitiveness can be described by a 
series of characteristics (Fanagan et al. 2005): first of all, as we have already 
said, it is multi-defined and multi-measured. Moreover it is multi-layered, be-
cause it may be applied to various reference levels, from the firm level to 
the national one, and dependent in the sense that its meaning depends on 
the objectives of the stakeholders acting in the context of interest. Finally it 
is relative, because it is evaluated by means of a comparison against an ideal 
situation or a maximum or rivals, dynamic (factors influencing competitive-
ness change with time and context), and it is related to processes.

The following systematization attempt is organized on the reference 
levels.

Many of the quoted definitions in section two refer to the nation (mac-
ro-level) and the firm (micro-level). Nonetheless, other intermediate view-
points can be considered that help in identifying the various dimensions of 
the phenomenon under discussion.

The most natural concept of competitiveness is at firm level: a competi-
tive firm is the one which is able to remain in business. At firm level, com-
petitiveness is often identified with the classical productivity, profitability 
and performance measures. Although the basic meaning of these concepts 
and the relationships among them are still widely discussed by research-
ers, a simplified view can be proposed.

Productivity is surely one of the most important factors in firm com-
petitiveness and although the many different definitions available can be 
confusing (see Diewert, Nakamura 2005) it is basically a physical concept, 
relating output to input by the way of the transformation process.

In the short run profitability – as the ratio between revenue and cost 
– is often considered as the best indicator of the firm’s growth and suc-
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cess: financial indicators as ROS (return on sales), ROA (return on assets) 
and ROE (return on equity) show respectively how much a company earns 
relative to its sales, its ability to utilize assets and how well the compa-
ny is doing for the investors. These traditional measures can be of help in 
controlling direct costs but have been largely criticized (see Tangen 2003, 
for a review). In any case, they introduce price-factors in the input-output 
relation.

Performance measurement systems are also a complex issue and intro-
duce a more general framework which integrates productivity and profit-
ability issues with efficiency, effectiveness and adaptability. Therefore in 
this case, evaluation implies many non-cost factors, such as quality, speed, 
delivery and, in particular, flexibility which is becoming more and more 
important as a means to survive in an extremely dynamic environment 
and the availability of factor endowments is not essential.

Michael Porter is the author who has recently stressed the importance of 
the micro aspects of competitiveness. He also tried to give a unified frame-
work for this complex issue at the various levels of interest (firm, industry 
and national) and with the cluster theory also introduced the geographical 
dimension into the discussion.

The theory introduced by Michael Porter founds competitiveness ad-
vantage on strategic choices summarized in his «diamond-model» (Porter 
1990). At firm level the foundation of economic development lies not in 
factor endowments but in four interlinked factors which influence the 
conditions that impact on the productivity potential: the context for firm 
strategy, structure and rivalry, demand conditions, related supporting in-
dustries and factor input conditions, which are created through strategic 
choices and not inherited.

These criteria provoke the shift from comparative advantage (where 
wealth depends on endowments) to competitive advantage, the determi-
nants of which can be summarized in a nation’s policy and competition 
choices. The first one creates the necessary prerequisites for an encourag-
ing and stimulating environment, while the foundations of competitive-
ness are essentially at microeconomic level. In this framework, economic 
and social policy are integrated and are highly important for a successful 
economy. But, in any case, wealth is created at a microeconomic level.

In Porter’s theory the diamond schema produces the idea of clusters as 
«geographically concentrated groups of interconnected firms and associ-
ated institutions in a similar field» that create a favorable structure within 
which firms can operate. 

The following are some observations on this approach.
First of all, Porter’s theory is characterized by a bottom-up approach 

that, at the beginning of the nineties, offers a different view of economic 
development that, at those times, was more often investigated with a top-
down view. 
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Secondly, these two approaches are viewed as complementary and 
influence each other: in this sense competition is a «unifying theme» 
(Snowdon, Stonehouse 2006), because Porter states that «you can take the 
same theory and apply it to nations, regions and cities, provided you make 
some important adjustments». 

Finally, it points out an interesting paradox. Thanks to globalization 
goods and information can move easily and the importance of distance de-
clines, but at the same time the importance of location is greater than before. 
Competitive advantages lie in local characteristics that help to gain success 
in particular fields. Therefore the global strategy, aiming at obtaining cost 
advantages with delocalization, must be combined with a «clear locational 
core» (Aisner 1999), defined as critical masses of knowledge, relationships 
and motivation. In other words, as the Mitchell report (USAID 2003) states, 
«while the focus is global, the momentum for change must be local».

Porter’s contributions have had a great influence on policy makers both 
in the USA and in Europe and the cluster issue has gained vast success all 
over the world.

The discussion on clusters introduces a new reference level of competi-
tiveness: the meso-level, which is intermediate between the national and 
the firm level and that can be referred not only to clusters themselves, but 
also to other observational units that have been recently rediscovered as 
a source of competitive advantage and economic organization. The large 
debate in the literature and the number of publications on the territorial 
aspects of growth is evidence of the increasing interest in ‘regional’ (in a 
wide sense) competitiveness.

In particular, the concept of cluster is not new in the literature (Perroux 
1950). It comes from a long tradition of microeconomic studies. Porter’s 
main contribution lies in pointing out clusters as critical for competitive-
ness and economic development. Industry clusters are a popular concept 
in industrial economics and in regional development studies since the last 
century and a wealth of literature is available on the subject (see Bergman, 
Feser 1999, for a review) where different definitions derive from different 
theoretical bases and different informational needs.

Particularly important for competitiveness issues are the analysis of in-
dustrial districts and regional studies. The Italian school (Becattini 2000), 
in particular, starting from the Marshallian approach has developed the 
concept of industrial district («Italianate district») where the firms are in-
terconnected not only by typical firm behaviors but also by a wealth of 
shared values and knowledge resulting from economic, social, and com-
munity relations and producing elements of trust, solidarity, and cooper-
ation that represent a key source of competitiveness. In this context, the 
concept of social capital has proven to be useful to explain how social val-
ues and norms affect economic behavior and impact the planning and the 
implementation of economic policies. 
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Another important level of analysis for meso-level competitiveness is 
the regional one. Many studies are in agreement on the fact that regional 
competitiveness is an elusive yet key concept (Kitson et al. 2004). Also the 
definition of regional units is not unequivocal, because sometimes it is syn-
onymous with political/administrative areas, sometimes it is seen as clus-
ters of economic activity determined on the basis of economic factors. We 
will refer to the first concept.

Between micro and macro-levels, regions stuck in the middle (Cellini, 
Soci 2002), in the sense that they are not like a lower level of a nation, are 
not like an aggregation of firms.

Storper’s (1994) definition of regional competitiveness mentioning «the 
ability of a region to attract and develop firms with stable or rising market 
shares in sectors, whilst simultaneously maintaining or increasing the liv-
ing standards of the population living in that region» is wide-ranging and 
opens interesting links with attractiveness and with the institutional role 
of these territorial administrative units. This is one of the cases where com-
petitiveness and attractiveness become confused.

Moreover, the European Commission underlines that the idea of re-
gional competitiveness «needs to capture the notion that, despite the fact 
that there are strongly competitive and uncompetitive firms in every re-
gion, there are common features within a region which affect the competi-
tiveness of all firms located there» (European Commission 1999).

In this process, regional development policies have been originally seen 
as a means to reduce socioeconomic disparities inside national boundaries, 
and, more recently, as an active strategy to foster regional innovation, and 
to transform local competitive advantages into drivers of national econom-
ic growth (OECD 2006).

This is the reason why the regional issue is of increasing importance 
in policy deliberation and action, also in connection to competitiveness 
measures. In 2003 the Commission of the European Communities devoted 
a large part of the European Competitiveness Report to the regional as-
pects of competitiveness. Moreover, the Third Report on Social Cohesion 
(European Commission 2004a) states: «Strengthening regional competi-
tiveness throughout the Union and helping people fulfill their capabilities 
will boost the growth potential of the EU economy as a whole to the com-
mon benefit of all». Finally, the region is the object of UE structural fund 
allocation and it is a subject of territorial and industrial policies.

Therefore regions represent an institutional interface both for national 
and supranational interventions and for local ones. From this perspective 
the issues of interest are not only the production activities, but also the 
infrastructural endowment (both material and not), which supports the re-
gional economic dynamic. 

Finally, the competitiveness of an economic system at meso-level can-
not be properly analyzed without considering a sectoral perspective, 
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that can give interesting inputs to the study and the understanding of an 
economy at large analyzing which sectors of industry are most produc-
tive, which are growing and which are most successful in international 
trade, especially when there is a wide variation in productivity perform-
ance among them. This is important for a number of reasons (European 
Commission 2003): to detect which industries show superior perform-
ances; to help in understanding the forces underlying competitiveness; to 
analyze and understand the process of input use and technology adop-
tion, which helps the upsurge of opportunities for new technological 
applications.

From the brief review presented above it is clear that at meso-level, too, 
the aspects of interest are not unequivocal because different concepts with 
different content are used in the various fields of analysis and are often 
overlapping: cluster, district, region, sector, etc..

When clusters, districts and regions are considered, the territorial di-
mension becomes the yardstick because in this reference level shared rules, 
interdependence among social and economic subjects and local policies 
are appreciated. The role of these events, which are exogenous to the firm, 
are synthesized in the observed territorial dimension competitiveness, so 
that these events can be considered as endogenous factors influencing firm 
behavior. 

The macro-level is the most controversial dimension of analysis. 
An impressive amount of contributions reporting different definitions 

and indicators is contrasted by a vast amount of literature showing that 
competitiveness resists definition and that many indicators are ambiguous 
(Cellini, Soci 2002). 

Krugman’s (1996a) position is well known: he states that «a country is 
not a company», in the sense that they do not compete in the same way: 
when two companies compete, when the first wins the other looses and 
goes out of business, while competition between two countries is not a ze-
ro-sum game.

Price and profitability indicators, together with trade performances, 
represent the most common aspects considered in the literature, but recent-
ly the evaluation of economic and political context has become relevant. 

In particular, in the absence of a general consensus on the different con-
cepts of competitiveness, especially at national level, many empirical con-
tributions start from a simplified definition of competitiveness to specify 
indicators, compare performances and produce country rankings with a 
«media approach». Some of these indicators have a vast echo in the press 
because they seem particularly simple and easy to interpret. 

Nonetheless the various definitions and measures of competitiveness 
at country level may help in understanding the range of aspects that must 
be considered to evaluate growth, attractiveness, productivity and govern-
ment policies of a nation.
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A different perspective, which intersects with the different reference 
levels described above, is the longitudinal analysis of business dynam-
ics, the so-called business demography (European Commission 2002), 
which allows one to grasp the evolution of firms at individual, secto-
ral or territorial level. Moreover, the evaluation of each different event 
(firm’s birth, persistence, transformation and death) with respect to ex-
ogenous factors helps in interpreting competitiveness at the considered 
level of analysis.

5. The Statistical Perspective

In many different fields of analysis competitiveness evaluation needs 
data deriving from both administrative (e.g. balance sheets) and statistical 
(e.g. survey data) sources.

The first problem is, therefore, to assure an adequate quality level for 
all this data.

From a statistical viewpoint administrative data has a number of spe-
cific qualities: the collected information is often very rich, with a broad 
coverage and, last but not least, is inexpensive because it derives directly 
from administrative activity. Nevertheless, the production of statistics is a 
secondary use of administrative data: this means that the measuring pro-
cedure is often out of the statistician’s control and that administrative con-
cepts are not necessarily in harmony with statistical ones. 

A significant example is related to business demography: at present 
there is no adequate statistical information available to evaluate business 
creation dynamics; therefore the informative requirement is supported by 
administrative firm registration systems, which can be of help in individu-
ating enterprise births, transformations and deaths. Nonetheless there are 
some statistical problems in using this kind of data: first of all registration 
systems, originated for the fulfillment of a legal obligation, do not contain 
all the necessary information for monitoring business evolution; secondly, 
data is not regularly updated and harmonized; finally, there are problems 
in distinguishing between real births and deaths and other demographic 
events in the life of a firm (Pilat 2001).

Therefore, the translation from administration to statistics involves 
several aspects (Statistics Canada 2003), because it is well known that sta-
tistical concepts, classification systems, and other statistical aspects must 
respect a wide range of criteria.

The most important question concerns the classical quality dimen-
sions of statistical data. First of all validity and relevance must be consid-
ered. Can administrative data be used for estimating the concepts that are 
sought for in statistics? Are this data relevant? The next requirement con-
cerns reliability (does the data faithfully reflect reality?) and precision (is 
data recorded with a degree of precision suited to the needs of the sta-
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tistic?). Other aspects of great importance are connected to the temporal 
dimension – comparability over time (changes in legislation can alter data 
definition or content) and timeliness of information – and scalability issues 
(must the results be aggregated in some sense?). Finally, internal compara-
bility is essential to form an integrated system of data.

In this context the role of metadata is essential in facilitating sharing, 
querying and understanding of the content of statistical information over 
the lifetime of data (UNECE Secretariat 2000). An important issue in this 
respect is metadata quality (i.e. the degrees to which metadata serve their 
purpose). Strategies for the management, control and nurturing of meta-
data through metadata collection, production, storage and dissemination 
must be necessarily and properly designed. The standardization of meth-
ods will be of great help and the dissemination of «best practices» could 
contribute to better data quality.

Similar issues apply directly to statistical data. At meso-level, large 
number of case studies describe clusters, their behavior and their evolu-
tion (for a bibliography, see van der Linde 2002; Sölvell et al. 2003), but the 
statistical analysis, although necessary, is still at the beginning and partly 
hindered by the lack of reliable data (Porter 2003).

Findings from the Cluster Meta-Study (van der Linde 2003) show that 
the numerous cluster reports suffer from a lack of quantitative data, not 
standardized methodology, incomplete data sources and methods.

As far as the literature on industrial districts is concerned, the concept 
of social capital has been often ill-defined and imperfectly measured, de-
spite the immense amount of research on it. Vague conceptual frameworks, 
multiple definitions, lack of suitable data have negatively influenced both 
theoretical and empirical research (Sabatini 2006).

Sound statistical data at the regional level is required not only by re-
searchers, but also by policy makers, to measure regional performances 
and address key factors that can be helpful in improving regional competi-
tiveness. Unfortunately, also in this field of analysis data is seriously limit-
ed (Gardiner, 2003) and indicators are often difficult to compare, although 
supranational organizations and statistical institutes are trying to provide 
a set of comparable statistics (see, for instance, OECD). 

At the same time, the regional level could be the appropriate level of 
analysis and intervention; for instance, in Italy this is due to the organiza-
tion of the official data generation process and of the National Statistical 
System (SISTAN) (Buzzigoli, Martelli 2000).

Finally, although sectoral competitiveness seems rather easy to define 
and measure (in the sense that the measurements already available at firm 
level could be extended to this aggregation level), the studies available in 
the literature often underline the increased need of statistics and the prob-
lems that arise in the analysis (Salmi 2005) that are often due to the well 
known problem of data comparability. 



Firm and System Competitiveness 29

Due to the multidimensional essence of competitiveness, many ten-
tative measurements make use of synthetic indicators which summarize 
many different qualitative and quantitative aspects in a single statistic.

At country level the World Economic Forum (WEF) and the International 
Institute of Management Development (IMD) produce annual reports com-
paring and ranking the competitiveness of nations. Both of them are based 
on a large set of data – both qualitative and quantitative – which are con-
densed in a final indicator. The data originates from official statistics and 
from ad-hoc surveys.

The WEF published its first annual World Competitiveness Report in 
1979 and in 1996 the Report’s name changed to The Global Competitiveness 
Report. It reports two kinds of indexes: the Business Competitiveness 
Index (BCI), also called the Microeconomic Competitiveness Index, and 
the Growth Competitiveness Index (GCI) (WEF 2006) for a big number of 
countries (125 developed and emerging economies in the 2006-2007 edi-
tion). The basic idea is that the competitiveness of a country is «the col-
lection of factors, policies and institutions which determine the level of 
productivity of a country».

The GCI is made up of three sub-indices which capture macro-econom-
ic stability and quality, the state of government institutions and, finally, the 
level of innovation. Sub-indexes are built on the basis of «hard data» and 
«survey data» and the weighting formulas used in the calculation are dif-
ferent for core-innovators countries5 and all the others, in order to take into 
account their different levels of development.

Note that the measurement system is an evolving one in the sense 
that when new important factors emerge that can be of help in estimat-
ing competitiveness the index is modified (e.g. public health is one of the 
primary concerns of business heads in African countries and therefore it 
has been included in the 2006-2007 index as an important determinant of 
competitiveness).

The BCI is derived from Porter’s theory of competitive advantage and is 
based on the principle that productivity of a country is ultimately caused 
by the productivity of its companies and that a sound microeconomic envi-
ronment is as equally important as the macroeconomic one to give opportu-
nities to business. Therefore the conditions permitting productivity growth 
must be adequately identified in order to make economic growth easier. 

The dimensions of productivity at micro level that are considered for 
constructing the index are essentially two: company operations and strat-
egy and the quality of the national business environment. 

The information used to build the BCI is mainly drawn from a survey 
involving 7,707 senior business leaders in 101 countries, whose informed 

5 Countries with more than 15 US utility patents registered per million of the population.
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judgments are considered of particular importance in analyzing com-
petitiveness, because they reflect the attitudes of decision makers in the 
economies examined. Other quantitative data (patenting rates, internet 
penetration etc.) derive from other sources.

Since 1989, IMD indexes published in the World Competitiveness 
Yearbook, refer to 61 national and regional economies and «rank and ana-
lyze the ability of nations to create and maintain an environment in which 
enterprises can compete». 

Also in this case it is assumed that wealth creation originates at firm lev-
el, but that the national environment can have an influence on competitive 
capacities by means of four factors: economic performance, government ef-
ficiency, business efficiency and infrastructures. Each factor is composed of 
sub-factors and each sub-factor depends on a number of criteria, which add 
up to 312. Criteria are quantified by means of international, national and re-
gional statistical sources (2/3 of data) integrated with an executive survey 
(1/3 of data) to measure competitiveness as it is perceived by business heads.

As stated above, the rankings made at the national level presented in 
The Global Competitiveness Report made by the World Economic Forum 
and in The World Competitiveness Yearbook by the IMD receive great at-
tention in the press. But they also receive much criticism, which usually 
refers to the arbitrariness of the definition, of the predetermined weighting 
procedure that produces the final index and the reliability of the data, es-
pecially the soft data derived from the executive surveys (see, for instance, 
Bowen, Moesen 2005; Dubini 2005). 

The authors themselves are careful in assessing the quality of survey 
data for some countries6 and to underline that analyzing the only number 
in the rankings is rather limitative7.

From the statistical point of view these indexes – and other indexes at 
different reference levels – belong to the vast family of composite indica-
tors and therefore they suffer the well known problems of these kinds of 
measures. In fact, it is well known that composite indicators are severe-
ly criticized by many statisticians, economists and other groups of users 
(Spaventa 2005).

Recent contributions have properly described characteristics of com-
posite indicators in general, and many observations and remarks can be 
referred also to competitiveness indicators. 

6 «The quality of survey responses is expected to improve with future educational efforts and 
improved sampling in these countries. In the meantime, these rankings should be interpreted 
with caution» (p. 38). 
7 Porter himself states that the BCI «is made of 60 different variables. So with any given coun-
try, we can not only look at the overall number but we can actually look at what are the 
strengths and weaknesses of that particular country and what is holding that country back 
given the experience in the overall model from the world economy. So we see it as a tool not 
only just to create a ranking. We can debate whether the ranking is right or not» (Porter 2005).
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Table 1. Pros and cons of composite indicators (source: OECD 2005a)

Pros of composite indicators
+ Summarize complex or multi-dimensional issues, in view of supporting 

decision-makers.
+ Are easier to interpret than trying to find a trend in many separate indicators.
+ Facilitate the task of ranking countries on complex issues in a benchmarking 

exercise.
+ Assess progress of countries over time on complex issues.
+ Reduce the size of a set of indicators or include more information within the 

existing size limit.
+ Place issues of countries’ performance and progress at the centre of the policy 

arena.
+ Facilitate communication with ordinary citizens and promote accountability.
Cons of composite indicators
- May send misleading policy messages, if they are poorly constructed or 

misinterpreted.
- May invite drawing simplistic policy conclusions, if not used in combination 

with the indicators.
- May lend themselves to instrumental use (e.g. be built to support the desired 

policy), if the various stages (e.g. selection of indicators, choice of model, 
weights) are not transparent and based on sound statistical or conceptual 
principles.

- The selection of indicators and weights could be the target of political challenge.
- May disguise serious failings in some dimensions of the phenomenon, and thus 

increase the difficulty in identifying the proper remedial action.
- May lead wrong policies, if dimensions of performance that are difficult to 

measure are ignored.

For comprehensive reviews concerned with the design and statistical 
techniques involved in building composite indicators see JSRC (2002) and 
OECD (2005a), while their pros and cons are summarized in table 1. 

National statistical agencies and international organizations are trying 
to define quality profiles for composite indicators in order to guarantee ad-
equate standards of reliability for users. Most of them rely on the tradition-
al dimensions of quality for statistical products (Eurostat 2000), already 
mentioned at the beginning of this section. In particular, the most recent 
standards for indicator building stress the importance of both the quality 
of the data and the quality of the procedures used (OECD, 2005a), where 
the procedures concern not only the statistical methods used to build the 
indicators, but also the sequence of operations that guarantee the real us-
ability of the measure. 

As far as data quality is concerned, the traditional approach must be 
appropriately adapted to the particular context of interest. For instance, 
composite indicators are often based on a large set of different data that are 
successively synthesized. Therefore, it is of particular importance to refer 
the various quality dimensions not only to the final result of the synthe-
sis, but also to the basic data that produces it. In this sense, interpretabil-
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ity must be guaranteed for each component of the index, while coherence 
must be considered both in time and in space.

In summary, a proper set of metadata is essential to avoid the risk of lack 
of transparency and to facilitate users’ interpretation. As far as procedures 
quality is concerned, it can be easily shown that each step of the building 
process is a contributing factor to the total quality of the indicator and af-
fects one or more of the quality dimensions summarized above. From the 
definition of the theoretical framework to data selection, from weighting 
and aggregation to dissemination, all the various operations must be under 
control to guarantee reliable results.

6. Conclusions

This work started with the question «What is meant by competitive-
ness?» and the reasoning that has been made during the treatment, although 
extremely simplified, leads us again to the starting point: despite its popular-
ity competitiveness remains a complex issue to deal with, which has numer-
ous operational definitions with corresponding measurement processes. 

At the same time competitiveness analysis has become a prevalent com-
ponent of national and regional economic development plans and data 
needs are increasing. 

The different perspectives and levels of reference and, consequently, the 
different measures, lead us to conclude that competitiveness is not univo-
cally definable and measurable, but that the term can be more easily identi-
fied when a precise comparison objective is set: in this sense it must always 
be accompanied by an adjective which helps in identifying an adequate 
definition and, consequently, a coherent measure.

Moreover, another element which causes uncertainty refers to the et-
ymology of the term, because it can be referred both to conflict and to 
cooperation.

The choice to consider the various viewpoints (micro-economic, territo-
rial, national etc.) represents an interpretative approach that, although not 
original nor exhaustive, allowed us to complete the various perspectives 
with the evaluation of the corresponding measures. 

In any case, we would like to stress the fact that the discrepancies both 
at theoretical and at empirical level seem to be really insurmountable, at 
least at the moment. This is particularly true when we focus on levels of 
analysis which involve complex social and territorial environments, like 
regions or nations. This is an interesting challenge for statisticians, who are 
required with better and comparable data and operative solutions.

As we have seen there are still many problems in the production of re-
liable statistics on the economic aspects of globalization and competitive-
ness: the conceptual framework has been developed thanks to the efforts of 
national statistical offices and international organizations, but it will take 
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a long time before all the developed countries will be able to produce the 
recommended indicators.

Competitiveness is multifaceted and not easily measurable by a single 
indicator; moreover, the numerous indicators that have been proposed in 
the literature, ordinarily presented in national and sopra-national reports 
and often released by mass-media and newspapers are able to point out 
only partial aspects and often hide defects of various kind. A possible (al-
though not exhaustive) conclusion is that competitiveness at the different 
levels of analysis could be considered as a latent variable, the dimensions 
of which could be specified by a measurement model together with a be-
havioral one.

Finally, to further substantiate these results, a closer examination of 
some significant issues that recently emerged in the economic and empiri-
cal debate is desirable: the factor endowment (as far as energetic sources are 
concerned) is going to renew its qualifying role in international competi-
tiveness, and contents and behaviors concerning sustainable development 
are more and more relevant. Business demography can also evidentiate the 
dynamics that may be of help in detecting competitive factors. Last but not 
least, it is dangerous to consider competitiveness as a sort of race which 
necessarily produces winners and losers: from this point of view the trade-
off between competition and cooperation becomes even more topical.
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Italian Labour Productivity Changes: An 
Analysis of Firm Survey Data 1998-2004

1. Introduction

The Italian economy is going through a critical period. There is a 
common worry in the analysts’ comments: Italy seems to have difficul-
ty in keeping up with competitors, mainly because the productivity of 
the Italian economic system (particularly labour productivity) does not 
increase.

The leading official Italian analysts point out, as possible causes of those 
difficulties, some structural changes in the last years:

•	 Progressive tertiarisation of the economy (common to all advanced 
countries) and consequent labour reallocation towards sectors (services) 
with a lower productivity level or lower productivity growth rates; the 
idea of a structural burden linked to tertiarisation on aggregate produc-
tivity performance is known in literature as the Baumol effect (Baumol 
1967; Baumol et al., 1985);

•	 Persistent specialisation of the Italian firms in traditional manufacture 
activities of made-in-Italy (home and household products, light mechan-
ics), which generally have lower productivity than high-tech sectors; in 
the last ten years, the sectors of made in Italy cover more than 60% of 
the Italian manufacturing value added and more than 70% of total man-
ufacturing employment (National Account data);

•	 Reduced size of the Italian firms (the mean size of manufacturing firms 
was 8.7 workers in 2003, vs 9.5 in 1991); while until the 80’s the key fac-

1 Department of Statistics, University of Florence.
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tor in the Italian performance was attributed to this characteristic of 
the productive system (small is beautiful was the slogan of economists 
at that time), now the small size of firms is considered one of the main 
problems in the global competitive scenario (small firms have generally 
a lower asset level and consequently a lower labour productivity than 
large ones)

What is the impact of such structural changes on macro-economic per-
formance? This paper intends to answer the question by analysing the 
dynamics of the aggregate Italian labour productivity, and evaluating the 
impact that changes in the employment structure, in terms of economic ac-
tivities and firm size, have had on this dynamics.

To this purpose, the structural decomposition analysis (shift and share), 
commonly used in the literature (see the recent contributions by Fagerberg 
2000; Timmer, Szirmai, 2000; Peneder 2003; Savona 2004), is applied. To iso-
late the effect of structural changes in terms of labour reallocation among 
firms of different sizes within a sector, a minor modification of the usual 
decomposition is proposed.

The analysis is performed on 1998-2004 Structural Business Statistics 
data, collected by Istat, according to Eurostat regulations, on a large sam-
ple of Italian firms.

2. Decomposition of Aggregate Labour Productivity: Methodology

Shift-share analysis provides a convenient means of investigating how 
economic sectors contribute to the aggregate productivity change.

By considering one measure of output, let us say value added, and one 
measure of input, let us say total employment, in the economic sector i and 
firm size class (number of workers) j, we performed a two levels decompo-
sition of labour productivity change.

The traditional decomposition of aggregate labour productivity change 
with respect to the economic sectors (first level decomposition) is:

(1)	 p..t − p..0 = Σi (pi.t−pi.0) si.0 + Σi pi.0 (si.t− si.0) + Σi (pi.t−pi.0) (si.t− si.0)
                                  (C1)	                      (C2)	                     (C3)

where:
si.0, si.t	 are the share of employment in sector i, at time 0 and t,
pi.0, pi.t	 are the labor productivity in sector i, at time 0 and t,
p..0, p..t	 are the labor productivity in the whole economy, at time 0 and t.

The first term (labelled C1), called also the within effect, captures the 
change in aggregate labour productivity due to changes occurred in each 
sector, that is the change in aggregate labour productivity under the as-
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sumption that each sector maintains at time t the same share of employ-
ment of time 0.

The second term (labelled C2), called also the static (structural) shift effect, 
represents the contribution to the aggregate labour productivity change 
due to the change in the allocation of employment among sectors.

The third term (labelled C3) expresses the so-called dynamic shift effect 
that accounts for a simultaneous variation of labour productivity and share 
of employment in each sector.

The interpretation of these three components given in the literature is 
the following.

Components C2 and C3 capture the effects of structural changes. 
Specifically, C2 is positive (negative) if, between time 0 and t, increasing 
(decreasing) in the employment shares of sectors with higher labour pro-
ductivity in the base year prevail. C3 is positive if, between time 0 and t, 
employment share increases (decreases) in those sectors that exhibit an in-
creasing (decreasing) productivity.

Components C2 and C3 are generally used to assess the so called struc-
tural bonus and structural burden hypotheses.

The structural bonus hypothesis (Timmer, Szirmai 2000) postulates a 
positive relationship between structural change and economic growth un-
der the assumption that economies upgrade from activities with relative-
ly low productivity levels to industries with a higher productivity value. 
The structural bonus hypothesis, thus, corresponds to an expected positive 
contribution of the C2 component.

The structural burden hypothesis (Baumol 1967; Baumol et al., 1985) 
states that industries producing personal, social and public services can-
not compensate for the rise in wage levels (determined by the industries 
with higher productivity), because of their limited potential to increase la-
bour productivity through technological progress. The specific hypothesis 
with respect to Baumol’s assumption is that, with the development of the 
service sectors, labour resources gradually shift from dynamic industries 
with high productivity growth towards industries characterised by lower 
rates of productivity growth. Hence, the structural burden hypothesis cor-
responds to an expected negative sign of C3.

The within component (C1) should be essentially related to technologi-
cal changes that occurred in each sector, and it is positive when sectors 
with a productivity growth prevail.

Most of the empirical studies tend to emphasize the contribution of the 
within effect, that should capture the pure productivity change, after hav-
ing removed the structural change effects.

This interpretation of C1 is open to a well known criticism (Verdoorn 
1949) connected with the fact that shift and share analysis neglects the ef-
fect of increasing returns to scale: if returns to scale differ across sectors, the 
effects of structural change on productivity growth are bigger than those 
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indicated by the conventional shift-share analysis (i.e. under-evaluation of 
the structural effect).

But another caveat must be considered in the interpretation of the with-
in effect: a positive relationship between productivity level and firm size is 
usually observed particularly in the manufacturing activities (larger man-
ufacturing firms have generally a higher asset level and consequently a 
higher labour productivity); hence, the effect of structural changes within 
a sector (shift of employment from smaller to larger firms) should be re-
moved from the within component, in order to evaluate the actual techno-
logical effects.

If data classified by firm-size class are available, it is possible to deepen 
the investigation of the within effect (C1) through a second level decomposi-
tion, as described in the following formula:

(2)	 (pi.t−pi.0)= Σj (pijt−pij0) sij0+ Σj pij0 (sijt− sij0) + Σj (pijt−pij0) (sijt− sij0)

where
sij0, sijt are the employment share in the j-th size class within sector i, at 

time 0 and t,
pij0, pijt are the labour productivity in the j-th size class within sector i, at 

time 0 and t.

By inserting (2) into the C1 component of expression (1), we obtain a de-
composition of aggregate labour productivity into 5 components, as sum-
marised in the following table.

Table 1. Decomposition of aggregate labour productivity

Component n. Label in (1) Label in (2) Formula
1 - W1 Σi si.0Σj (pijt−pij0) sij0

2 - W2 Σi si.0Σj pij0 (sijt− sij0) 
3 - W3 Σi si.0Σj (pijt−pij0) (sijt− sij0)
1+2+3 C1 W1+ W2+ W3 Σi (pi.t−pi.0) si.0 

4 C2 - Σi pi.0 (si.t− si.0)
5 C3 - Σi (pi.t−pi.0) (si.t− si.0)

The components W1, W2, W3 are analogous to C1, C2, C3 but are re-
ferred to change within sectors:

•	 W1 measures the productivity changes generated in the system through 
productivity changes within the size classes of each sector;

•	 W2 is determined by a change in the employment structure across the 
size classes within each sector;
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•	 W3 accounts for the simultaneous changes in productivity and employ-
ment share of each size class within each sector.

As for the interpretation: W1 should be more suitable for capturing ac-
tual technological change, while W2 and W3 account for structural changes 
that have occurred across firms of different size in the same sector.

3. Labour Productivity Measure and Data Used

Labour productivity is commonly defined as a ratio of a volume meas-
ure of output to a volume measure of labour input and the traditional 
source for labour productivity computation at industry-level is National 
Account (NA) data.

Survey data collected by Istat to provide Eurostat with the Structural 
Business Statistics (SBS) constitutes a valuable alternative to NA data. SBS 
data is collected from a large sample of Italian firms (about 55000), refers 
to a rich set of variables, and covers almost all market activities (financial 
services are excluded).

From this data, it is possible to compute labour productivity measures 
by the 40 economic activities indicated in table 2 (NACE group 2-digit lev-
el) broken down in 4 size classes in terms of number of people employed: 
1-9, 10-19, 20-49, 50 and over2.

The productivity measure considered in the analysis is «value added 
(factor cost)/total employment».

Value added (instead of gross output) was chosen as a measure of out-
put because it is considered more suitable in the analysis of industry contri-
bution to economy-wide labour productivity and economic growth (OECD, 
2001).

Total employment was preferred to the number of worked hours, be-
cause the number of hours data: (i) is less reliable; (ii) refers only to de-
pendent workers (a considerable limitation for the Italian system where 
a relevant share of employment is allocated in one self-employed person 
firms).

SBS data has been available since 1995, but the Italian data set is more 
complete and comparable beginning in 1998. Therefore, the empirical 

2 As far as the firm size-classes is concerned, SBS data referred to the whole economy is 
published at a more detailed level. But, in some years and for some sectors (not ever the 
same in the different years) data is released at a more aggregated firm size classification, 
due to privacy protection policy. Hence, in order to perform an analysis that covers the 
maximum number of years and maintains the maximum detail in the classification of the 
activities, it is necessary to aggregate the firm size classes. The classification here adopted 
(1-9, 10-19, 20-49, 50 and over) does not allow for information on the large enterprise per-
formance but it is suitable for the analysis of Italian economy, given the characteristics of the 
productivity system (at the 2001 census, 99.4% of firms and 67.3% of total employment was 
allocated in the «under 50» classes)
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Table 2. Sectoral detailed classification (NACE Rev. 1.1)
Code Division (codes and description)
C 10-14 - Mining and quarrying
DA 15-16 - Food, beverages and tobacco 
DB 17 - Textiles 
DB 18 - Manufacture of wearing apparel; dressing and dyeing of fur
DC 19 - Tanning and dressing of leather; manufacture of luggage, handbags, 

saddlery, harness and footwear
DD 20 - Manufacture of wood and of products of wood and cork, except furniture; 

manufacture of articles of straw and plaiting materials
DE 21 - Manufacture of paper and paper products
DE 22 - Publishing, printing and reproduction of recorded media
DF 23 - Manufacture of coke, refined petroleum products and nuclear fuel
DG 24 - Manufacture of chemicals and chemical products
DH 25 - Manufacture of rubber and plastics products
DI 26 - Manufacture of other non-metallic mineral products
DJ 27 - Manufacture of basic metals 
DJ 28 - Manufacture of fabricated metal products, except machinery and equipment
DK 29 - Manufacture of machinery and equipment n.e.c.
DL 30 - Manufacture of office, accounting and computing machinery
DL 31 - Manufacture of electrical machinery and apparatus n.e.c.
DL 32 - Manufacture of radio, television and communication equipment and 

apparatus
DL 33 - Manufacture of medical, precision and optical instruments, watches and 

clocks
DM 34 - Manufacture of motor vehicles, trailers and semi-trailers
DM 35 - Manufacture of other transport equipment
DN 36 - Manufacture of furniture; manufacturing n.e.c.
DN 37 - Recycling
E 40 - Electricity, gas, steam and hot water supply
E 41 - Collection, purification and distribution of water 
F 45 - Construction
G 50 - Sale, maintenance and repair of motor vehicles and motorcycles; retail sale 

of automotive fuel
G 51 - Wholesale trade and commission trade, except of motor vehicles and 

motorcycles
G 52 - Retail trade, except of motor vehicles and motorcycles; repair of personal 

and household goods
H 55 - Hotels and restaurants
I 60 - Land transport; transport via pipelines
I 61 - Trasporti marittimi e per vie d’acqua 
I 62 - Water transport
I 63 - Supporting and auxiliary transport activities; activities of travel agencies
I 64 - Post and telecommunications
K 70 - Real estate activities
K 71 - Renting of machinery and equipment without operator and of personal and 

household goods
K 72 - Computer and related activities 
K 73 - Research and development
K 74 - Other business activities
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analysis focused on the period 1998-2004. SBS value added data was con-
verted to 2000 constant prices, by using the corresponding NA sector 
deflators.

The decomposition analysis described in the previous section was per-
formed at the most detailed classification of economic activity (40 sectors). 
However, for the sake of simplicity, results are sometimes presented in the 
following at a more aggregated level. This aggregated classification (de-
tailed in table 3) is a mix of the ones proposed by OECD for the industrial 
sectors and by Miles (Miles et al. 1995) for the service sectors. Industrial 
sectors are grouped into four classes according to the different levels of 
technology that presumably characterises the production process (high, 
medium-high, medium-low, low tech). Service sectors are grouped into 
two classes: traditional services and knowledge intensive business services 
(Kibs)3.

Table 3. Classification into macro-sectors

Macro sector Sections or divisions included

Industry(*)

High tech 30, 32, 33

Medium-high-tech 24, 29, 31 34, 35

Medium-low-tech 23, 25, 26, 27, 28

Low-tech 15, 16, 17, 18, 19, 20, 21, 22, 36, 37

Construction Construction 

Other industries C, 40, 41

Services(**)

Traditional services 50-71

Kibs (Knowledge intensive 
business services) 72, 73, 74 

In summary, the main advantage of SBS vs NA data lies in the fact that 
the first is a source for both input and output data. SBS date also offer 
greater industry detail than those used and published by the NA; fur-
thermore, they allow to classify a firm’s size in terms of number of people 
employed.

With respect to NA data, however, they suffer from two limitations: (i) 
unobserved economy is not considered; (ii) the labour volume is expressed 
in terms of number of employed persons (head counts).

3 Kibs are services and business operations heavily reliant on professional knowledge. They 
are mainly concerned with providing knowledge-intensive support for the business processes 
of other organizations.
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These limitations are particularly relevant for Italy: in fact, the contri-
bution of unobserved economy is estimated to be about 16% of the Italian 
GDP; moreover, the policies recently adopted to increase labour flexibility 
(part-time, short term contract, etc.) make the head-count a less reliable 
measure of the labour volume, while the number of full-time equivalent 
persons (SLU: Standard Labour Unit), generally used in NA data, would 
be preferable.

The comparison between the labour productivity measures obtained 
with the two sources («value added adjusted for unobserved economy/
SLU number» for NA, and «value added/total employment» for SBS) in the 
period 1998-2004 shows that the SBS measure lies systematically below the 
corresponding NA measure (as expected because unobserved economy is 
not taken into account).

Figure 1. Labour productivity (value added/employment*) from NA and SBS – Ratio  
between t and t-1 year values
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Nevertheless, the time pattern is substantially the same (as can be seen 
in figure 1) even if the SBS series exhibit a relatively greater variability (pre-
sumably due to the sample variability of SBS source, on the one hand, and 
from the adjustment procedures adopted in NA for fulfilling accounting 
constraints, on the other hand). Hence, the SBS data seems to be a suitable 
source to analyse labour productivity dynamics.

4. Labour Productivity Changes from 1998 to 2004

In this section, the 1998-2004 pattern of labour productivity by econom-
ic sector and dimension of enterprise is presented.
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Labour productivity measured by SBS data for the macro-sectors of ta-
ble 3 is reported in figure 2.

Figure 2. Labour productivity (VA/Employment): 1998-2004
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Summarized below are the main comments regarding fig. 2.

•	 Aggregate (whole economy) labour productivity decreases over the 
whole time period; the same trend is shared by all sectors, even if with 
some fluctuations.

•	 As expected, different sectors exhibit different levels of labour produc-
tivity: manufacturing industries have a productivity greater than the 
average, with the exception of low tech; services sectors have lower 
productivity.

•	 Kibs labour productivity stays above the traditional services until 2000 
and then decreases there after.

•	 The highest productivity levels occur in the medium-high tech sectors 
(chemical products, machinery, electrical apparatus, motor vehicles) 
characterised by the presence of large enterprises.

This last observation points out the interaction between sectoral and di-
mensional classification.
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Labour productivity measured by SBS data in the four size-classes of 
the firms is reported in figure 3.

As expected, labour productivity levels differ according to the dimen-
sion of the firm. The ranking of productivity levels exactly coincides with 
the firm size classes ranking and the differences among levels are relevant 
and stable over the whole time period.

All the size classes exhibit a slight decrease, relatively more pronounced 
for the smallest class.

Figure 3. Labour productivity (VA/Employment) by firm size: 1998-2004
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5. Employment Reallocation Process from 1998 to 2004

In this section we draw a synthetic picture of the employment realloca-
tion process that occurred in the considered period across economic sectors 
and across different firm-size classes.

A relevant change in labour allocation across sectors occurred, mainly 
between manufacturing and service sectors. The share of total employment 
passes from 37.3% to 31.8%, in the manufacturing sectors, and from 50.8% 
to 55.2%, in the service sectors (figure 4).

A weak labour reallocation process occurred across manufacturing sec-
tors as well (figure 5): the weight of low tech sectors decreases, while the 
weight of medium-low tech sectors increases.

The labour reallocation is more pronounced across service sectors (fig-
ure 6): the employment share of Kibs sectors increases and consequently 
the corresponding share of traditional services decreases.

The shares of total employment in the different firm-size classes are re-
ported in figure 7.
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Figure 4. Percentage of total employment (100=whole economy)
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Figure 5. Percentage of total employment
(100=whole manufacturing sectors)

Figure 6. Percentage of total employment
(100=whole service sectors)
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Figure 7. Percentage of total employment by size class (100=whole economy)
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In opposition to what occurred across economic sectors, there are not 
relevant changes in the composition of total employment by firm size class. 
The relatively higher modification occurred in the class «50 and over», 
which passes from 30.4 to 31.2%.

6. Decomposition of Aggregate Labour Productivity Change

In summary, data presented in the previous sections confirms that rel-
evant structural changes occurred in the Italian economic system over the 
period 1998-2004. The question is, “what has been the role of such struc-
tural changes in determining the aggregate negative labour productivity 
performance observed for the whole system?” A possible answer to this 
question can be given using the shift and share decomposition performed 
on the detailed classification described in table 2.

6.1 First Level Decomposition

The results of the first level decomposition described in section 3 are 
reported in table 8.

From table 8 we can argue that, on the short term (comparison between 
years t and t-1), the within component is the major factor responsible for 
the results, as stated in most of the empirical studies in the literature. In 
fact, it covers a large part of the yearly aggregate productivity change, 
both in the case of productivity growth and in the case of productivity 
decrease, with the exception of the period 2001-2002, when the structural 
effect prevails.

In all situations, the structural component is negative, denoting a loss 
(gain) of employment share in those branches with a higher (lower) pro-
ductivity at the base year. The dynamic term is negative as well, even if 
almost negligible.

Table 8. First level decomposition (Euro at 2000 constant prices)

Period Within Static (structural) Dynamic Total

1998-1999 -658 -162 -17 -837

1999-2000 986 -99 -27 860

2000-2001 -424 -252 -14 -690

2001-2002 152 -228 1 -75

2002-2003 -1303 -275 -64 -1641

2003-2004 742 -154 -11 576

1998-2004 -260 -1011 -535 -1806
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As expected, the structural effect increases its importance if we consider 
the whole period (1998-2004). The aggregate productivity decreases 1806 € 
per capita (from 36495 to 34689), and the structural component is the main 
factor responsible for this decrease, followed by the dynamic component. 
The negative sign of these two components confirms the presence in Italy 
of the so called structural burden, that is a labour reallocation that disadvan-
taged branches with higher productivity levels (structural component) and 
faster growth rates (dynamic component). A result that may be linked with 
the growth of the employment share of service sectors.

The aggregate figure in table 8 is a result of different compensating 
mechanisms operating in terms of both labour reallocation and productiv-
ity changes across sectors. Hence an analysis of the contribution of each 
sector is important in understanding the aggregate performance.

Table 9 presents the results of the decomposition performed in the de-
tailed classification of table 2 and subsequently aggregated into the macro-
sectors of table 3 4.

Table 9. Contribution of the sectors to the first level decomposition

1998-2004

Sector Within Static (structural) Dynamic Total

high tech -9 -163 25 -148

med-high tech -112 -779 14 -877

med-low tech -27 -390 2 -415

Low tech -58 -892 16 -934

Total manufacture -207 -2.225 57 -2.374

Other industries 267 -539 -45 -317

Construction -116 396 -16 264

Traditional services 277 -34 -357 -114

Kibs -482 1.390 -173 735

Total services -205 1.356 -531 621

TOTAL -260 -1.011 -535 -1.806

It immediately emerges from the data that the decrease of aggregate 
productivity between 1998 and 2004 is prevalently due to the employment 
shift from all the manufacture sectors towards Kibs.

4 Note that the three components of one macro-sector are obtained by summing up the cor-
responding components of the sectors included in the macro-sector itself. Consequently, the 
sign of the dynamic component cannot be directly derived from the signs of the other two 
terms.
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The dynamic component of manufacturing sectors is positive, in-
dicating that the widespread loss of employment share that occurred in 
manufacturing sectors was more relevant in those sectors with a faster pro-
ductivity decrease. However, the impact of the manufacture dynamic com-
ponent is almost negligible (as we stated, the employment shares inside the 
manufacture are substantially stable during the considered time period). 
On the contrary, a remarkable negative dynamic component is observed in 
the service sectors due to the negative sign of the within component.

The within component appears to be largely dominated by the static 
one in each macro-sector (with the exception of traditional services), con-
firming that structural changes are the main factor responsible for the neg-
ative performance.

6.2 Second Level Decomposition

As stated above, the first level within component could hide structural 
change connected with different productivity levels among firms of differ-
ent sizes in the same sector.

Table 10 shows the decomposition of the within component across the 
firm size classes.

The aggregate figures (last row) give us back a more troubling picture 
than that obtained by the first level decomposition.

Table 10. Second level decomposition (Euro at 2000 constant prices)

Period Within Static (structural) Dynamic Total

1998-1999 -661 12 -9 -658

1999-2000 841 127 17 986

2000-2001 -432 22 -13 -424

2001-2002 73 119 -39 152

2002-2003 -1,378 78 -3 -1,303

2003-2004 715 53 -26 742

1998-2004 -585 400 -74 -260

By removing the relevant positive contribution of W2 (employment 
shifts towards size classes with higher productivity at the base year), the 
internal performance more directly connected to technological aspects, 
W1, is considerably worse than those highlighted by the within compo-
nent (-585 instead of -260). The recovery via the structural W2 compo-
nent is relevant, but must be attributed almost exclusively to traditional 
services.



Italian Labour Productivity 53

Table 11. Second level decomposition (Euro at constant prices 2000)

1998-2004
Sector W1 W2 W3 Within
high tech -19 -16 25 -9
med-high tech -88 -22 -3 -112
med-low tech -29 4 -1 -27
Low tech -56 -1 -1 -58
Total manufacture -190 -33 23 -207
Other industries 141 44 83 267
Construction -140 29 -5 -116
Traditional services 68 357 -148 277
Kibs -464 6 -23 -482
Total services -396 363 -172 -205
TOTAL -585 400 -74 -260

This discouraging result that occurred at the aggregate level comes up 
again at macro-sector level (W1 is generally the predominant component 
and is smaller than W2)

The exception is Traditional services where the amount of W2 and W3 
are relevant. In particular, the positive sign of W2 indicates the presence 
of an employment shift towards size-classes with a greater productivi-
ty in 1998 (generally, towards larger firms) but, in the meantime, such 
a shift was not accompanied by a growth of productivity, because W3 is 
negative.

In conclusion, any shift of employment among size classes was not able 
to oppose the decrease of the within-class productivity (W1), which re-
mains the most responsible for the total within term (C1).

6.3 Contribution of Single Sectors

Despite the predominant role of the structural components, the fact re-
mains that the aggregate within component is negative (loss of produc-
tivity inside sectors on the average), but some sectors increase and other 
sectors decrease their within productivity.

In order to highlight the different performances of the forty economic 
sectors, an Harberger-like diagram can be used. The diagram (Harberger 
1998) provides an intuitive and standardized way to determine how wide-
spread productivity performances are within an economy. When applied 
to the within component of our decomposition, the diagram is a Lorenz-
type curve which depicts the contribution of each sector to aggregate la-
bour productivity change. 

Specifically, the sectors are ranked with respect to decreasing values of 
the change in the within productivity; and a Lorenz-type curve is obtained 
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by representing the cumulative % of employment versus the % cumulative 
contribution to the within aggregate productivity. The curve starts in (0,0) 
and ends in the value (100,P) where P is the aggregate within component 
and 100 is the 100% of total employment.

The diagram in figure 8 depicts the two curves referred, respectively, to 
the first and second level within component. The curve shapes are «mush-
room-type». This reveals that the impact of differential productivity at 
sectoral levels is considerable. The two curves are close together: this con-
firms the weak contribution of the structural changes across size classes. 
Moreover, the relative position of the forty sectors is almost the same in 
both rankings (Spearman coefficient greater than 0.97 ). Hence, we are re-
porting only some brief remarks on the curve in reference to the first level 
within component.

Figure 8. Harberger type diagram: 1998-2004
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Half out of the forty sectors increase their productivity from 1998 to 
2004. These sectors employed less than 35% of the 1998 total employment.

The best performance is observed in two sectors, Post and Commu-
nications, Quarrying and Mining that, in the considered time period, 
were interested in remarkable technology innovations and management 
reorganizations.

Among the high tech sectors, Manufacture of radio, television and 
communication equipment and apparatus (NACE 32) and Manufacture 
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of medical, precision and optical instruments, watches and clocks (NACE 
33) give a positive contribution, whereas Manufacture of office, accounting 
and computing machinery (NACE 30) is the second to last.

Few typical Italian products like Manufacture of clothing apparel, 
dressing and dyeing of fur (NACE18), Manufacture of paper and paper 
products (NACE21) are positioned in the group with growing productiv-
ity. Most of the made in Italy exhibits low performances.

Among the service sectors, surprisingly, Kibs lie in rank low positions

7. Summary and Conclusions

This paper focuses on the relationship between change in the employ-
ment structure and labour productivity in the Italian economic sectors. The 
empirical analysis was performed on the 1998-2004 time period.

The approach used is similar to the one followed by many authors: the 
shift and share decomposition among economic sectors. Most of the em-
pirical analysis in the literature focuses on manufacture; here, both indus-
trial and service activities have been considered at the level of 40 NACE 
divisions. Moreover, the availability of SBS Italian survey data, classified by 
firm-size classes, allowed the introduction of a minor modification to the 
usual decomposition, to isolate the effect of structural changes of firm size.

The analysis of 1998-2004 data indicates a widespread decrease of la-
bour productivity and a remarkable employment shift from industry to 
services.

This employment reallocation across sectors had a negative effect on the 
performance of the whole economy. In fact, the employment share shifted 
towards less performing sectors (lower productivity levels and worse pro-
ductivity trends). Services are mostly responsible for the presence of a ro-
bust structural burden.

Nevertheless, the aggregate labour productivity decrease is not en-
tirely due to structural changes. The within component of the shift and 
share decomposition is negative as well, for most industry and service sec-
tors. Moreover, by removing the positive effect of inside-sector structural 
changes (employment shift among firm size classes of the same sector), the 
‘technological’ performance seems even to worsen.

Obviously, the forty sectors analysed do not exhibit the same perform-
ance. In fact, the Harberger-like diagram clearly shows the presence of a 
strong variability of sectoral labour productivity changes.

One thing is certain: the whole system lost productivity and, at least 
from what we can establish from the shift and share analysis, this is not 
only due to an employment shift across sectors (tertiarization and conse-
quent structural burden) but also to an intrinsic weakness of most of the 
sectors. The only encouraging feedback is the positive effect of the employ-
ment shift among firm-size classes inside each sector. Hence, the only way 
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to recover productivity seems to be to operate within each sector as well as 
through reorganization in terms of firm-size.
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Approach2

1. Introduction

Policy makers all over the world express concern about national com-
petitiveness. Such concern is not new; what seems new is its intensity and 
spread, a response to globalization, rapid technical change, shrinking eco-
nomic distance and sweeping liberalization. The importance of competi-
tiveness has spawned a significant impact in the economic literature, with a 
large audience in policy-making and corporate circles. Studies on this theme 
are diverse, ranging from productivity and cost studies for specific activities 
and institutional analysis to general strategy papers, development plans and 
cluster studies. The best-known measure, however, seems to be the compet-
itiveness index, a composite indicator ranking countries against each other 
according to selected criteria and proxies of competitive ability. Competitive-
ness indices have become a significant part of the policy discourse. In view 
of their importance, surprisingly, little is known about the statistics of com-
petitiveness indices: how soundly they are grounded in theory, how sensi-
bly the variables are defined or how well they are measured and aggregated. 
In fact, competitiveness is a relative concept: it depends on the variables in-
cluded in the analysis, on the disaggregation level, on the data sources. 

This paper deals with competitiveness sensitivity and adapts a confirm-
atory factor analysis to study the characteristics of Europe using regional 
data from Eurostat. This approach is flexible and allows one to identify the 
significant variables, instead of choosing them a-priori, to define the latent 
phenomenon called competitiveness. Focusing on the economic and inno-
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vative capacity of the European regions, we use factor analysis to show 
how the resulting ranking is influenced by the variables introduced.

The paper is structured as follows: in section two we briefly review the 
extended literature on competitiveness, in section three we present data 
and methods, in section 4 we discuss the results, and in section five we 
present our conclusion.

2. Measures of Competitiveness

The official OECD definition of a nation’s competitiveness is «the degree 
to which a country can, under free and fair market conditions, produce 
goods and services which meet the test of international markets, while si-
multaneously maintaining and expanding the real incomes of its people 
over the long term». Country competitiveness and openness to global busi-
ness activity are inextricably linked to a country’s standard of living.

Analyses of competitiveness may differ with respect to the level of in-
vestigation and studies can be carried out for various levels of product 
aggregation, across the entire economy, a specific sector, or for a single 
product (or aggregate of products). Another differentiation of competitive-
ness exists with regard to the spatial dimension of the analysis. Since it is 
a relative measure, the competitiveness between firms or regions within a 
country, or between countries, may be compared. The indicator used does 
not always reveal the spatial extension and the level of product aggrega-
tion of a given analysis and the quality of the results obtained depends, to 
a considerable extent, on the quality of the data available. Although this is 
common to all indexes, it affects some more than others. In fact, the quality, 
type and amount of data required varies between the measures; the choice 
of the index to be used is therefore often dictated by data availability and 
the resulting ranking is inevitably affected by this decision.

Several approaches can be used to analyze the past performance of com-
petitiveness (for a detailed survey, see Buzzigoli, Viviani 2006). Frequently 
employed are export levels market share indicators, the real exchange 
rate and Foreign Direct Investment (FDI). These approaches differ wide-
ly in methodologies and data requirements and a host of different indi-
cators have been developed to measure competitiveness based on market 
and trade information. Although designed for international comparison, 
they may also be used to contrast the competitiveness of different regions. 
Although this is not without problems, one advantage of using trade data 
is that demand and supply responses are considered simultaneously. Some 
of these indicators are very simple to treat but at the same time their in-
formative contribution is quite low. More sophisticated and comprehen-
sive measures of international competitiveness are the Relative Export 
Advantage Index, the Relative Import Penetration Index and the Relative 
Trade Advantage Index (Balassa 1989; Scott, Vollrath 1992; Vollrath 1991). 
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A second approach to competitiveness is related to investments in oth-
er countries. Foreign Direct Investment (FDIs), both inward and outward, 
represent a good proxy together with export for competitiveness. Several 
attempts have been made to incorporate FDIs in the indices of competitive-
ness (see Traill, Gomes Da Silva 1996, for a detailed discussion). On the other 
hand, the amount of FDIs a foreign country attracts is also frequently seen as 
a sign of competitiveness of that nation as a whole, or of the sector or region 
attracting the investment. FDIs are then interpreted as the capability of the 
foreign country to pull in mobile international resources in the form of phys-
ical capital and know-how. In such a case, it is assumed that a country will 
attract FDIs if it has the advantage of production conditions that the country 
making such investments is lacking. This kind of information is available at 
firm and country level but it is not available at regional level. 

Gross Domestic Product as a proxy of the wealth of a country (or re-
gion) is also very useful in the calculation of a competitiveness index but it 
is only related to production of goods and services and it does not include 
any information on innovative capacity or education level attained by the 
region or country which can also be considered good proxies of the wealth 
of a country. A significant contribution in this perspective is represented 
by Furman, Porter and Stern (2002) that develop the National Innovative 
Capacity Index. The Index is calculated using statistical modelling to ex-
amine how some measures affect innovative output across countries (of 
17 OECD economies since 1973 and eight emerging economies since 1990) 
and over time. Innovative output is measured by international patenting, 
or patents filed in the United States (as well as another country). The statis-
tical analysis yields a weighting of the relative importance of the measures 
(all statistically significant). This weighting is applied to each country’s ac-
tual resource and policy choices to determine its index value. The index 
measures innovative capacity on a per capita basis, rather than its absolute 
level, highlighting that the intensity of innovative investment in a country 
is more meaningful for future prosperity. From a statistical point of view, 
this approach helps reduce the a-priori problem in creating a competitive-
ness index: only variables that significantly affect the richness of a country 
are considered in the calculation and the rankings reflect this.

3. Data and Methods

As we showed in the previous section, competitiveness is one of the 
most quoted concepts in economic literature but, its meaning and the way 
it can be measured are still a matter of lively debate. Following Porter 
(2003a, 2003b, 2005), to understand competitiveness the starting point must 
be the sources of a country’s prosperity: a country’s standard of living is 
determined by the productivity of its economy, measured by the value of 
goods and services produced per unit of the country’s human, capital and 
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natural resources (Porter, Ketels 2003). Hence, a good measure of competi-
tiveness has to include both the economic prosperity and the innovative 
capacity of the people living in a given area. In this perspective, we need an 
approach focussed on improving skills, stimulating innovation and foster-
ing firms to invest in international markets in the long run. 

Following this approach, we use data at the regional level (NUTS2) from 
REGIO database (Eurostat) for 232 regions on the economic prosperity (GDP 
pro-capite and labor productivity), the innovative capacity (patents) and the 
human capital endowment of the region (employment with high education 
and human resources in science and technology sectors). The factor analysis 
is then conducted to find evidence of a latent relationship between these var-
iables and to rank European regions on the basis of the weights estimated. 
Two analyses are run: first, only economic prosperity proxies will be intro-
duced, second, the innovative capacity variables are also included. The aim 
is to show how the introduction of innovative capability affects the EU re-
gions’ ranking and how the results and policies developed on those results 
can be influenced by the choice of the variables included.

Factor analysis is a statistical approach that can be used to analyze inter-
relationships among a large number of variables and to explain these vari-
ables in terms of their common underlying dimensions (factors). Hence, 
factor analysis is used to uncover the latent structure (dimensions) of a set 
of variables. It reduces attribute space from a larger number of variables 
to a smaller number of factors and as such is a «non-dependent» proce-
dure (that is, it does not assume a dependent variable). The statistical ap-
proach involves finding a way of condensing the information contained 
in a number of original variables into a smaller set of dimensions (factors) 
with a minimum loss of information (Hair 1992). This family of techniques 
uses an estimate of common variance among the original variables to gen-
erate the factor solution. Because of this, the number of factors will always 
be less than the number of original variables.

A model is specified on how latent variables depend upon or are indi-
cated by the observed variables 

	 y =
y
+  

 

 

))(())((= qssWqssQ  

where η is a m x 1 random vector of latent dependent variables, y is a p 
x 1 vector of observed indicators of the dependent latent variables η and e 
is a p x1 vector of measurement errors in y.

The goal of estimation is to produce a covariance matrix s(q) that con-
verges upon the observed population covariance matrix, s, with the residu-
al matrix (the difference between s(q) and s) being minimized. The general 
form of the minimization function is: 

y =
y
+  
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where  is the vector containing the variances and covariances of the ob-
served variables, s(q) is the vector containing corresponding variances and 
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covariances as predicted by the model and W is the weight matrix, chosen to 
minimize Q. The weight matrix corresponds to the estimation method chosen 
(maximum likelihood, unweighted least squares, generalized least squares)3. 
Factor analysis generates a table in which the rows are the observed raw in-
dicator variables and the columns are the factors or latent variables which 
explain as much of the variance in these variables as possible. The cells in 
this table are factor loadings, and the meaning of the factors must be induced 
from seeing which variables are most heavily loaded on which factors.

In table 1 we give a brief definition of the variables and in table 2 we 
show the descriptive statistics across regions.

Table 1. Description of variables

Variable 
Name

Patents GDP Labor 
Productivity

Human 
Resouces

Employment 
Higher 

Education
PATENTS GDPPC LPROD HRST EMPLHE

D
es

cr
ip

tio
n Biotechnology 

and ICT patent 
applications 
to the EPO 

(per million of 
inhabitants)

Gross do-
mestic prod-
uct (euro per 
inhabitant)

GDP/
Employment 
(euro per per-
son employed)

Human 
Resources in 
Science and 
Technology 
(% of active 
population)

Employment 
with second-
ary and terti-
ary education 

(% of total 
employment)

Year 2003 2004 2004 2004 2004

Table 2 shows that on average the labor productivity in Europe is quite 
low (especially when compared to the U.S.) while the GDP pro-capite is 
relatively high. Concerning the role of human capital, we can observe that 
workers with higher education (second and tertiary) is a very small por-
tion of the employment (on average only 0.175 %) but that from this point 
of view, European regions are very different (ranging from close to 0% to 
22%). The percentage of employment in Science and Technology sectors 
is quite low even if, also for this variable, human resources in S&T in the 
European regions range from 0.58 % to 2.38% of the active population. The 
number of patent applications to the European Patent Office is high, still 
with strong differences among regions. Following Furman, Porter and 
Stern (2002) this variable is considered with a lag due to the time needed 
for an innovation to affect the economy. 

Table 2. Descriptive statistics

 Variable  Mean  ST. Dev.  Skewness  Kurtosis  Minimum  Maximum 
 LPROD  45.274  19.651  -0.558  -0.554  4.21  89.28 
 HRST  1.42  0.355  -0.038  0.046  0.58  2.38 

3 In the following analysis we use the generalized least squares.
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 EMPLHE  0.175  0.267  12.802  183.747  0.001  4 
 PATENTS  129.643  136.497  1.871  4.304  1.3  748.37 
 GDPPC  19072.11  11813.41  -0.145  0  80.919  59554.5 

4. The Empirical Analysis

In the following analysis we run two factor analyses (focussing on the 
first factor only) on 232 European regions (NUTS2): first, we use econom-
ic performance proxies deriving a Competitiveness Index and, second, we 
add innovative capacity proxies obtaining the Innovative Competitiveness 
Index. Of course, the variance explained by the two is different and, in par-
ticular, the loss of information is lower in the latter but we show that the 
links are significant in both and that the fitness of the model tested by RSMA 
is good. The aim is to stress the difference in the rankings due to the intro-
duction of innovative capacity. Table 3 reports the Varimax rotation scores 
from the analysis on the economic performance of EU regions4. Confirming 
recent debates emerging in both economic and political circles, the labor 
productivity turns out to be the most important variable in stimulating 
the latent factor called Competitiveness Index. High skill employment and 
GDP per-capite are significant but their weight is lower. The path diagram 
is shown in figure 1 while tables 2 and 4 show the ranking of EU regions.

Table 3. Scores (Varimax rotation). Competitiveness Index

LPROD 0.959
EMPLHE 0.144
GDPPC 0.137

Figure 1. Path diagram for Competitiveness IndexFigure 1. Path diagram for Competitiveness Index 

 

 

 

 

 

Figure 2. Path diagram for Innovative Competitiveness 

 

 

 

4 Rotation serves to make the output more understandable and is usually necessary to facili-
tate the interpretation of factors.
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Table 4. Ranking of the European regions with Competitiveness Index

1	L uxembourg (Grand-Duché)
2	R égion de Bruxelles-Capitale/

Brussels Hoofdstedelijk Gewest
3	 Hamburg
4	S tockholm
5	 Île de France
6	 Wien
7	S outhern and Eastern Ireland
8	 Oberbayern
9	 Åland
10	U trecht
11	D armstadt
12	D enmark
13	 Bremen
14	 Groningen
15	N oord-Holland
16	E telä-Suomi
17	T ees Valley and Durham
18	S tuttgart
19	P rov. Antwerpen
20	S alzburg
21	M ittelfranken
22	L ombardia
23	 Karlsruhe
24	 Zuid-Holland
25	C heshire
26	 Vorarlberg
27	U nterfranken
28	D üsseldorf
29	 Västsverige
30	L eicestershire, Rutland and 

Northants
31	N iederbayern
32	T irol
33	R eunion (FR)
34	P rov. Vlaams Brabant
35	P rovincia Autonoma Bolzano-

Bozen
36	P rovence-Alpes-Côte d’Azur
37	L anguedoc-Roussillon
38	 Övre Norrland
39	S ydsverige
40	P iemonte
41	M ellersta Norrland
42	 Valle d’Aosta/Vallée d’Aoste
43	P rovincia Autonoma Trento
44	S chwaben
45	S måland med öarna
46	T übingen

47	 Köln
48	M artinique (FR)
49	 Oberpfalz
50	 Zeeland
51	 West Midlands
52	L azio
53	 Greater Manchester
54	N orra Mellansverige
55	L imburg (NL)
56	 West Yorkshire
57	 Oberösterreich
58	P rov. Brabant Wallon
59	E ast Anglia
60	 Freiburg
61	 Östra Mellansverige
62	D erbyshire and Nottinghamshire
63	 Overijssel
64	 Herefordshire, Worcestershire and 

Warks
65	 Oberfranken
66	 Friuli Venezia Giulia
67	 Kassel
68	T oscana
69	P rov. West-Vlaanderen
70	C omunidad de Madrid
71	 Border, Midland and Western
72	L änsi-Suomi
73	 Gelderland
74	P ohjois-Suomi
75	A lsace
76	 Hannover
77	 Veneto
78	R heinhessen-Pfalz
79	E milia Romagna
80	S aarland
81	P rov. Oost-Vlaanderen
82	 Guyane (FR)
83	S teiermark
84	C hampagne-Ardenne
85	C omunidad Foral de Navarra
86	A rnsberg
87	 Braunschweig
88	P ais Vasco
89	 Friesland
90	L iguria
91	 Kärnten
92	P ays de la Loire
93	N orthumberland, Tyne and Wear
94	S chleswig-Holstein

Rank Regione Rank Regione
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95	 Haute-Normandie
96	 Gießen
97	L ancashire
98	C entre
99	M arche
100	C ataluña
101	N iederösterreich
102	 Bretagne
103	 Bourgogne
104	 Berlin
105	 Franche-Comté
106	S hropshire and Staffordshire
107	E xtremadura
108	 Weser-Ems
109	P rov. Limburg (B)
110	U mbria
111	A uvergne
112	C umbria
113	 Basse-Normandie
114	 Flevoland
115	S outh Yorkshire
116	I lles Balears
117	 Koblenz
118	L orraine
119	L incolnshire
120	L imousin
121	P icardie
122	I tä-Suomi
123	L a Rioja
124	N ord-Pas-de-Calais
125	A ragón
126	L anguedoc-Roussillon
127	D resden
128	C orse
129	P rov. Liège
130	A ttiki
131	 Burgenland
132	L eipzig
133	 Brandenburg-Südwest
134	L üneburg
135	 Halle
136	P rov. Namur
137	P rov. Luxembourg (B)
138	L isboa
139	C antabria
140	A bruzzo
141	C hemnitz
142	C astilla y León
143	N otio Aigaio
144	C omunidad Valenciana
145	P rov. Hainaut
146	M ecklenburg-Vorpommern

147	S ardegna
148	C anarias (ES)
149	P raha
150	C iudad Autónoma de Ceuta
151	 Brandenburg-Nordost
152	M olise
153	C iudad Autónoma de Melilla
154	C ypro
155	P rincipado de Asturias
156	 Basilicata
157	R egião Autónoma da Madeira (PT)
158	R egión de Murcia
159	 Guadeloupe (FR)
160	 Galicia
161	P uglia
162	S terea Ellada
163	C astilla-la Mancha
164	C alabria
165	C ampania
166	A ndalucia
167	S icilia
168	 Kriti
169	 Bratislavský kraj
170	A lgarve
171	S lovenia
172	 Közép-Magyarország
173	A lentejo
174	P eloponnisos
175	 Kentriki Makedonia
176	I peiros
177	R egião Autónoma dos Açores
178	T hessalia
179	C entro (PT)
180	D ytiki Makedonia
181	 Voreio Aigaio
182	M alta
183	N orte
184	A natoliki Makedonia, Thraki
185	D ytiki Ellada
186	N yugat-Dunántúl
187	S trední Cechy
188	 Közép-Dunántúl
189	 Jihozápad
190	 Jihovýchod
191	M oravskoslezsko
192	S everovýchod
193	S everozápad
194	E stonia
195	S trední Morava
196	S laskie
197	D él-Dunántúl
198	 Západné Slovensko
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199	 Wielkopolskie
200	D olnoslaskie
201	D él-Alföld
202	 Észak-Magyarország
203	P omorskie
204	 Észak-Alföld
205	 Zachodniopomorskie
206	S tredné Slovensko
207	L ubuskie
208	L ithuania
209	 Opolskie
210	 Bucuresti-Ilfov
211	 Kujawsko-Pomorskie
212	 Východné Slovensko
213	M alopolskie
214	 Warminsko-Mazurskie
215	L atvia

216	S wietokrzyskie
217	P odlaskie
218	P odkarpackie
219	L ubelskie
220	 Yugozapaden
221	 Vest Ro
222	C entru Ro
223	N ord-Vest Ro
224	S ud-Est Ro
225	 Yugoiztochen
226	S ud-Muntenia Ro
227	S ud-Vest Oltenia
228	S everoiztochen
229	S everen tsentralen
230	S everozapaden
231	 Yuzhen tsentralen
232	N ord-Est Ro

European regions’ ranking derived using the factor scores from the 
analysis above is coherent with ranking proposed using different ap-
proaches (see for example Porter, Delgado, Ketels 2006). The most competi-
tive regions in Europe are Luxembourg, Bruxelles, Hamburg, Stockolm, 
Ile de France, Wien while the least competitive regions are those from 
countries that only recently joined the EU. Italian regions are ranked be-
tween 22th and 167th position with evident differences between northern 
and southern regions. The best Italian region turns out to be Lombardia 
(22th) while the worse is Sicilia (167th). This result is coherent with several 
studies showing that Italian regions have different performance, but when 
compared to other European regions they tend to cluster in three macro-
regions, North, Center and South. In particular, even if Italy is the 7th rich-
est economy in the world, it emerges that Italian best performers are not 
among the European best performers.

Results from the factor analysis with Innovative Competitiveness fac-
tor (ICOMP) are shown in table 5 and the path diagram is reported in 
figure 2.

Table 5. Scores (Varimax rotation). Innovative Competitiveness Index

LPROD 1.073

HRST 0.13

EMPLHE 0.158

PATENTS 0.886

GDPPC 0.125
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Figure 2. Path diagram for Innovative Competitiveness

Figure 1. Path diagram for Competitiveness Index 

 

 

 

 

 

Figure 2. Path diagram for Innovative Competitiveness 

 

 

 

Adding innovative capacity to economic prosperity proxies, rankings 
change accordingly; table 4 and table 6 show that using this definition, 
the most competitive regions in Europe are still Luxembourg, Bruxelles, 
Hamburg, Stockolm, Ile de France, Wien, Denmark and Groninger and 
the least competitive regions are still the Eastern Europe regions that on-
ly recently joined the Union but in between there is a strong reshuffling. 
This result is also coherent with the National Innovative Capacity Index 
ranking (Furman, Porter, Stern 2002) showing, using country data, that the 
most competitive countries are those having both economic prosperity hu-
man capital and innovative capacity. Focussing on Italy, the effect of the 
introduction of innovative capacity and human capital variables is twofold: 
a group of 7 regions is negatively affected (by comparison of relative posi-
tions in ranking) by it, while a more numerous second group (14 over 21 
regions) strongly benefits from its introduction. Comparing the two rank-
ings, in the first group we find Lombardia, Regione Autonoma di Trento e 
di Bolzano, Piemonte, Val d’Aosta and Molise, while Friuli Venezia Giulia 
has almost the same rank. All remaining regions benefit from innovation 
and human capital, showing that their ranking in Europe is better than 
that described using only economic performance proxies. Among the lat-
ter, the best performers are Lazio, Veneto and Emilia Romagna. In particu-
lar, Lazio jumps in rank from 52th to 24th in rank thanks to very high levels 
of R&D expenditures and number of patents application (and, hopefully, 
following registration). However, several Italian regions show good per-
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formance: Lombardia is ranked 25th and Toscana, Emilia Romagna, Friuli 
Venezia Giulia and Veneto are grouped between 66th and 72th positions. 
On the contrary, South of Italy shows a negative performance and sever-
al southern regions are ranked between 154th and 164th position, close to 
Greece, Southern Spain and Eastern European regions that recently joined 
the European Union (especially Romanian and Bulgarian regions).

Tab. 6. Ranking of the European regions with Innovative Competitiveness Index (cont.d)

Rank Regione Rank Regione
1	L uxembourg (Grand-Duché) 
2	R égion de Bruxelles-Capitale 
3	 Hamburg 
4	S tockholm 
5	 Île de France
6	 Wien 
7	 Oberbayern 
8	S outhern and Eastern Ireland 
9	D armstadt 
10	A land
11	 Bremen 
12	U trecht 
	
13	D enmark 
14	 Groningen 
15	N oord-Holland 
16	S tuttgart 
17	E telŏ-Suomi
18	M ittelfranken 
19	T ees Valley and Durham 
20	U nterfranken 
21	 Karlsruhe 
22	P rov. Antwerpen 
23	S alzburg 
24	L azio 
25	L ombardia 
26	N iederbayern 
27	 Vǎstsverige
28	 Vorarlberg 
29	C heshire 
30	R eunion (FR) 
31	M ellersta Norrland 
32	 Zuid-Holland 
33	D üsseldorf
34	T irol 
35	P rovence-Alpes-Côte d’Azur
36	L anguedoc-Roussillon 
37	P rovincia Autonoma Bolzano-Bozen 
38	S chwaben 
39	L eicestershire, Rutland and 

Northants 

40	 Oberŏsterreich
41	S ydsverige 
42	 Övre-Norrland 
43	P rov. Vlaams Brabant 
44	 Oberpfalz 
45	M artinique (FR) 
46	S maland medŏarna
47	P rovincia Autonoma Trento 
48	 Valle d’Aosta 
49	P iemonte 
50	 West Midlands 
51	 Östra Mellansverige 
52	T übingen
53	 Kŏln
54	N orra Mellansverige 
55	 Zeeland 
56	 West Yorkshire 
57	D erbyshire and Nottinghamshire 
58	 Greater Manchester 
59	 Freiburg 
60	 Oberfranken 
61	 Kassel 
62	 Herefordshire, Worcestershire and 

Warks 
63	P rov. Brabant Wallon 
64	L imburg (NL) 
65	E ast Anglia 
66	T oscana 
67	 Friuli-Venezia Giulia 
68	A lsace 
69	L änsi-Suomi 
70	 Veneto 
71	 Overijssel 
72	E milia-Romagna 
	
73	P rov. West-Vlaanderen 
74	P ohjois-Suomi 
75	 Kärnten 
76	S aarland 
77	 Hannover 
78	C hampagne-Ardenne 
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79	C omunidad de Madrid 
80	 Border, Midland and Western 
81	 Guyane (FR) 
82	S teiermark 
83	 Gelderland 
84	P ays de la Loire 
85	 Haute-Normandie 
86	 Berlin 
87	R heinhessen-Pfalz 
88	L iguria 
89	C omunidad Foral de Navarra 
90	P rov. Oost-Vlaanderen 
91	 Braunschweig 
92	P ais Vasco 
93	N orthumberland, Tyne and Wear 
94	P rov. Namur 
95	A rnsberg 
96	C entre 
97	 Gießen 
98	M arche 
99	 Friesland 
100	N iederösterreich
101	 Bourgogne 
102	L ancashire 
103	 Weser-Ems 
104	L orraine 
105	S chleswig-Holstein 
106	 Franche-Comté 
107	 Bretagne 
108	C ataluña
109	U mbria 
110	S hropshire and Staffordshire 
111	E xtremadura 
112	P rov. Limburg (B) 
113	A uvergne 
114	 Basse-Normandie 
115	C umbria 
116	L incolnshire
117	S outh Yorkshire 
118	I tä-Suomi
119	 Flevoland 
120	I lles Balears 
121	 Koblenz 
122	L imousin 
123	N ord - Pas-de-Calais 
124	 Burgenland 
125	L a Rioja 
126	L anguedoc-Roussillon 
127	P icardie 
128	 Brandenburg - Südwest 
129	L isboa 
130	P raha 

131	C orse 
132	A ragón 
133	D resden 
134	P rov. Liège 
135	P rov. Luxembourg (B) 
136	A ttiki 
137	A bruzzo 
138	L üneburg 
139	L eipzig 
140	C antabria 
141	 Halle 
142	S ardegna 
143	 Brandenburg-Nordest 
144	C anarias (ES) 
145	R egión de Murcia 
146	C yprus 
147	C hemnitz 
148	C astilla y León 
149	M ecklenburg-Vorpommern 
150	N otio Ai gaio 
151	C omunidad Valenciana 
152	P rov. Hainaut 
153	C iudad Autonoma de Ceuta 
154	 Basilicata 
155	M olise 
156	C iudad Autonoma de Melilla 
157	P rincipado de Asturias 
158	P uglia 
159	C alabria 
160	R egião Autónoma da Madeira (PT) 
	
161	 Guadeloupe (FR) 
162	S icilia 
163	 Bratislavský kraj 
164	C ampania 
165	 Galicia 
166	C astilla-la Mancha 
167	S terea Ellada 
168	A ndalucia 
169	A lgarve 
170	 Kriti 
171	A lentejo 
172	S lovenia 
173	 Közép-Magyarország
174	I peiros 
175	P eloponnisos 
176	 Kentriki Makedonia 
177	C entro (PT) 
178	R egiao Autonoma dos Açores 
179	T hessalia 
180	D ytiki Makedonia 
181	N orte 
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182	 Voreio Aigaio 
183	M alta 
184	A natoliki Makedonia, Thraki 
185	 Yugoiztochen 
186	S everozapaden 
187	S everen tsentralen 
188	S everoiztochen 
189	S trední Cechy 
190	 Warminsko-Mazurskie 
191	 Yuzhen tsentralen 
192	 Jihozápad 
193	 Opolskie 
194	 Wielkopolskie 
195	 Zachodniopomorskie 
196	N yugat-Dunántúl 
197	 Kujawsko-Pomorskie 
198	M oravskoslezsko 
199	L ubuskie 
200	S tredné Slovensko 
201	S everozápad 
202	L ithuania 
203	D olnoslaskie 
204	P omorskie 
205	S trední Morava 
206	 Východné Slovensko 
207	M acroregiunea patru (V) 

208	S ud-Muntenia 
209	 Yugozapaden 
210	 Západné Slovensko 
211	 Jihovýchod 
212	 Bucuresti - Ilfov 
213	S everovýchod 
214	M acroregiunea doi (N-E) 
215	M acroregiunea unu (N-V)
216	P odlaskie 
217	S ud-Vest Oltenia 
218	M acroregiunea unu (centru) 
219	D ytiki Ellada 
220	M acroregiunea doi (S-E) 
221	D él-Dunántúl 
222	M alopolskie 
223	S laskie 
224	E stonia 
225	 Közép-Dunántúl 
226	 Észak-Alföld 
227	D él-Alföld 
228	 Észak-Magyarország 
229	S wietokrzyskie 
230	P odkarpackie 
231	L atria 
232	L ubelskie 

5. Conclusion

Competitiveness is a relevant topic in the economic literature, but its 
meaning and the way it can be measured are still a matter of lively de-
bate. Following recent literature, competitiveness is strictly related to the 
sources of a country’s prosperity. In this perspective, several authors sug-
gest an approach focussed on improving skills, stimulating innovation and 
fostering firms. It is only by building such capacity, that developed and less 
developed countries will be able to move to the next stage of improving 
competitiveness and achieve sustained high levels of prosperity.

From the empirical side, the most used measure in literature is rep-
resented by the competitiveness index, a composite indicator ranking 
countries against each other according to selected criteria and proxies of 
competitive ability. Competitiveness indices have become a significant part 
of the policy discourse even if only few contributions focus on the statistics 
of competitiveness indices. In fact, competitiveness is a relative concept: 
it depends on the variables included in the analysis, on the disaggrega-
tion level, on the data sources. Hence, policy measures strongly depend on 
these variables. 

This paper deals with competitiveness indices and uses confirmatory 
factor analysis to study the characteristics of European regions using da-
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ta from Eurostat Regio database. Focusing on the economic and innova-
tive capacity of the European regions, the factor analysis is conducted to 
find evidence of a latent relationship between these variables and to rank 
European regions on the basis of the weights estimated. Two analyses are 
run: first, only economic prosperity proxies will be introduced, second the 
innovative capacity variables are also included. We show how the intro-
duction of innovative capability affects the EU regions ranking and how 
the results and policies developed on those results can be influenced by the 
choice of the variables included.

From the confirmatory factor analysis some conclusions can be drawn. 
First, the most important variables in stimulating innovative competitive-
ness is the labor productivity and patenting application. Second, the most 
competitive regions in Europe are Luxembourg, Bruxelles, Hamburg, 
Stockolm, Ile-de-France, Wien while the least competitive Bulgarian and 
Romanian regions, independently of the index considered. This result is 
coherent with Porter analyses showing that the most competitive countries 
are those having both economic prosperity human capital and, especially, 
innovative capacity. Third, the analysis shows that rankings are strongly 
affected by the variables included. In particular, best and worst perform-
ers are large regions with capital and regions that recently joined the EU, 
respectively and independently of the variables included but, all remain-
ing regions show very different positions. This result shows how sensitive 
rankings are and that policy measures based on competitiveness indices 
should be made with care because they strongly rely on relative indica-
tors. Finally, focussing on economic performance only, Italian regions per-
form quite well and show the well known differences between northern 
and southern regions. The introduction of innovative and human capital 
proxies, instead, has a composite effect on Italian regions. A group of 7 
regions is negatively affected by it, while a more numerous second group 
(14 over 21 regions) strongly benefits from it. In particular, Lazio shows the 
biggest jump thanks to very high levels of R&D expenditures and number 
of patent applications and several other regions show good performance: 
Lombardia, Toscana, Emilia Romagna, Friuli Venezia Giulia and Veneto. 
Southern regions, instead have low ranking close to Greece, Southern Spain 
and Eastern European regions that recently joined the European Union.
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The Integration Process in the Fashion 
Industry with the Service Sector: a 
Comparative Analysis 1988-1997

1. Introduction

A very sound tool for studying regional and inter-sectoral interdepend-
ences within a sector is input-output analysis. 

This paper, which has essentially descriptive aims, will carry out some 
exercises to analyse the interdependences in the fashion sector in Tuscany, 
in particular with the service sector, using the Tuscany-rest of Italy bi-
regional matrices created by IRPET – the Tuscan Regional Institute for 
Economic Planning – for the years 1988 and 19972.

The analysis is based on two techniques widely tested in literature. 
The first is based on mapping the matrix of intermediate inputs accord-
ing to the method put forward by Momigliano and Siniscalco (hereinafter 
MS) in various articles (1980, 1982, 1986), which in turn follows Pasinetti’s 
concept of the vertically integrated sector (1973). This concept is ex-
tremely useful as it allows us to define and identify the production block 
needed to produce an end good. The second technique is taken from the 
seminal work of Miyazawa (1976). By using the analytical categories of 
external/internal multipliers and inter-sectoral propagation, this method 
allows us to calculate the inter-sectoral and regional backward linkages 
between the Tuscan fashion sector and the other regional and interre-
gional branches. 

As a result, the paper will be divided into the following parts. A note on 
the theoretical framework for the two analysis techniques, a brief descrip-

1 IRPET – Istituto Regionale per la Programmazione Economica della Toscana
2 A first version of this paper was written in 2001 and the matrices utilized are now in the 
IRPET repository since they were created using the old SEC79 method. Nevertheless, unlike 
more recent matrices, they allow to use a timespan that takes in important structural changes.

R. Paniccià1
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tion of the data set and the models used and a presentation of the results of 
the application.

2. The Service Industry Inter-Sectoral Integration Process: Some 
Notes on the Debate

The service industry inter-sectoral integration process is part of the line 
of economic analysis that has attempted to explain the growth in the role 
of the services within advanced economic systems3. Fisher (1939) and Clark 
(1940) tried to provide a demand driven interpretation of the growing im-
portance of service sector employment. According to the authors, the high-
er the level of development, the higher the demand would be for services 
and therefore, supposing there would be smaller increases in productivity 
in the services compared to other goods, higher levels of employment, this 
could happen because the greater elasticity of the final demand for services 
with respect to the profit and the price of other goods. 

Bauer and Yamey4 (1951) shifted the debate to the supply side and 
Baumol (1967) and Fuchs (1968) introduced the role of sectoral differences 
in the growth of productivity (lower in the service sector) as the most im-
portant variable for explaining the growth in employment in the services 
industry. 

By using a Miyazawa5 formalization, employment in the service sector 
can be specified as:

[1]	

where:
q = average propensity to purchase services;
π = productivity in the service (subscript s) and industry macro-sectors 

(subscript b);
L = employment in the industrial sectors.
The first element in [1] is the demand factor connected to the Clark-

Fuchs hypothesis, while the second component reflects the theory of 
Baumol and Fuchs on the differences in productivity. 

3 In Prosperetti 1986 there is a good review of the debate.
4 The criticism later raised by Bauer and Yamey (1951) singled out the following weak points 
in this theory: a) the hypothesis of a smaller increase in productivity compared to the produc-
tion of goods would lead to gradual increases in the relative cost of the services and therefore 
a reduction in the share of overall consumption; b) problems relating to the production func-
tion parameters implicit in the Clark and Fisher model; c) the ability to validate the hypoth-
esis. 
5 For a demonstration, see Miyazawa (1974).
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It was in the 1970s that a new line of analysis emerged based on analys-
ing industrial interdependences between sectors and not just on explicative 
variables determined within the single sectors (productivity) or on vari-
ables exogenous to them (service consumption, welfare state). The hypoth-
eses of this new line of studies can be summed up as follows: «the growth 
in tertiary employment is due, to a large extent, to an increase in the inte-
gration of the services with the production system and this integration is 
due to the growth in the industrial sector’s demand for producer services» 
(MS 1982).

Therefore, we get the distinction between producer services and con-
sumer services, put forward for the first time by Greenfield (1966). Then in 
subsequent articles Momigliano and Siniscalco established the bases for a 
structural analysis, using the input-output model, of the tertiarisation and 
de-industrialisation process. This type of analysis of the services sector in 
systemic terms had nevertheless already been started by K. Miyazawa who 
in 1974 had introduced the possibility to isolate the disjoined effects of in-
ter-sectoral backward linkages in inter-industrial studies. 

The latter two contributions provide the theoretical framework for this 
paper. 

 
2. The Theoretical Framework 

2.1 The Vertically Integrated Sector Concept and Analysis of the 
Tertiary Industry for Production

In his 1973 article, L. Pasinetti noted how the concept of the vertically 
integrated sector was implicit in many seminal writings on economic theo-
ry by the classic economists Walras and J.M. Keynes. So what is a vertically 
integrated sector (VIS)? A VIS or sub-system (Sraffian definition) is the unit 
of analysis that includes all the activities used directly and indirectly in the 
system to satisfy the final demand for a given product. 

In that article Pasinetti opposed the concept of industry with the VIS. 
The former featured a costs column (technical coefficient vectors also called 
direct units of production capacity or composite goods defined by the tech-
nical coefficients column of the matrix) and the labour coefficients needed 
for the production of the industries’ physical units. In order to determine a 
VIS, we instead need to make an appropriate reclassification. If we use the 
symbols used by Pasinetti, we can write the formula:

[2]	  

where:
A = matrix of the coefficients of direct requirements for floating and 

fixed capital for the production of the industries’ physical units 
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A(-) = matrix of the coefficients of floating and fixed capital consumed 
during the production process in a given year 

Y = final goods
S = quantity of floating and fixed capital needed to replace what was 

used in the production process to obtain the industries’ physical units also 
defined in the structural form as S = A·X

The equation [2] can also be written as follows:

[3]	

where:

[4]	

The columns in the matrix H therefore express «the heterogeneous 
physical quantities of the goods 1, 2, …m that are directly and indirectly 
required in the whole economic system for the purpose of obtaining an i-th 
physical unit as a final good» (Pasinetti 1973).

Each single column in the matrix H will therefore express, like matrix 
A, the vertically integrated production unit for the i-th good. 

In Sraffian terms, each column of the matrix H defines n sub-systems, or 
in Pasinetti’s terminology, n vertically integrated sectors. 

In the same way, we can define the labour requirement as:

[5]	

where:
l = direct requirement of labour units for producing one of the indus-

tries’ physical production units 
The vector v of the vertically integrated work coefficients resulting from 

the following equation:

[5]	  

provides a consolidated quantification of the quantity of labour re-
quired to produce a unit of the i-th goods as an end good. 

The concept of vertically integrated sector proposed by Pasinetti was 
used for the first time in analysis of service sector integration by Momigliano 
and Siniscalco. The same authors claim that their analysis aimed to study: 
«the integration between services for the production of industrial goods 
using an analysis by branches and sub-systems (or vertically integrated 
sectors) with the empirical application of the concepts developed for theo-
retical purposes by Sraffa and Pasinetti» (MS 1986).
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Their technique for mapping the matrix of activation coefficients in 
branches and sub-systems (or blocks) was based on the formula (using 
MS’s symbols):

[6]	

The matrix (or operator) B reclassifies the branches into blocks or sub-
systems and therefore contains the information on both. Each row repre-
sents the branches and each column the blocks. So the element bij expresses 
the share of output of the i-th sector that has to be allocated to the j-th block 
(sub-system or VIS) in order to meet the final demand for the j-th good. 
The total of the rows in matrix B will therefore equal unity. The elements in 
the columns cannot be added together as they are composition ratios with 
different denominators. Nevertheless, as MS suggest, by first multiplying 
operator B by a variable expressed in homogenous terms (y), it is possible 
to obtain the total of a column and relativise the corresponding i-th ele-
ments to it. 

[7]	

if y is taken to be the vector of the labour units per branch, the generic 
element Gij will tell us the quantity of labour units required of the i-th sec-
tor by the j-th VIS to produce a unit of final demand of the VIS j.

By relativising matrix G to the column total:

[8]	

we will obtain matrix C whose generic element Cij will be the share of 
work units coming from the i-th branch required by the j-th VIS to produce 
a j-th unit of final demand. 

The use of this operator has been criticised on occasions (see for exam-
ple Proseretti 1986 and Rampa 1986), in particular concerning its weakness 
in grasping technological changes. Indeed, the same authors underline: 
«Nevertheless despite its properties (editor’s note: independence from var-
iations in relative prices), the operator B is not an indicator of technological 
change that does not relate to the relative prices. It is an indicator of the 
technical change and modification in final demand and the effects of the 
two on B are apparently inseparable6» (MS 1982).

6 Even though the same authors state in a later work (1986): «We are convinced that the final 
demand and change in techniques are linked by complex relationships […] and that the de-
mand performances of single national products are not independent from the technical and 
organisational changes that have taken place in the respective fields of production» MS (1986).
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Other authors have attempted to disentangle this problem. The most in-
teresting approach seems to be that of Buccellato (1990), who proposes an 
analytical approach that can isolate the effects of changes more correlated 
to the production system. To this end, he divides the production system in-
to sectors exogenous to the reproduction mechanism (luxury goods, arms 
and exports) and endogenous variables (production techniques (interme-
diate demand), possession of fixed capital, volume and composition of la-
bour force consumption). Only the first elements cause structural changes. 
Hence the author proposes to construct a matrix of the total expense that 
includes all the flows in endogenous terms described above. This is also 
called the reproduction matrix.

2.2 The Partitioned Activation Matrix Technique

We have seen how the conceptual category of the vertically integrated 
sector uses the Leontief inverse matrix, reclassifying it in order to group 
together sub-systems or production blocks similar to vertically integrated 
sectors. The approach proposed by K. Miyazawa (1974, 1976) is based on 
opportunely partitioning the inverse matrix. The aim of this partition is 
to identify what K. Miyazawa calls disjoined interdependences. The data ex-
pressed in the matrix record the overall effects of inter-sectoral activation, 
while it would be equally as interesting to obtain information on the par-
tial activation interactions among 2 or more sectors. Miyazawa dealt with 
the problem by developing the new concepts of the internal and external 
multipliers. 

In short, the procedure consists of partitioning the inter-sectoral matrix 
of the intermediate flows A into blocks of sectors (or regions). 

If we are to use the original terminology, and to consider for the sake of 
simplicity a system closed off from external exchanges, matrix A with the 
technical coefficients can be partitioned into two groups of sectors, P (in-
dustry) and S (services). 

Therefore, the partition layout will be the following: 

[10.1]	

where:
P1 = sub-matrix of the services’ use of the industrial products;
S1 = sub-matrix of the industrial sector’s use of the service products.
The sub-matrices S1 and P1 therefore represent the technical relation-

ships between the two groups of sectors, while P and S inform us about the 
conditions of production within the macro-sectors. 

If we coherently partition the Leontief inverse matrix R so that:
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[10.2]	

RP and RS will represent the direct and indirect activation of the goods 
and services respectively in the face of a unit of final demand for the same, 
while the off-diagonal partitions RS1 and R(P1) will quantify the direct and 
indirect inter-sectoral activation between industry and services and vice-
versa. As underlined previously, these coefficients are the ultimate effects 
of the activation while it would be more interesting to break up the activa-
tion into the various steps making them up and attribute them in causal 
terms to the various macro-sectors. 

By inverting the partitioned matrix (I-A) we can obtain the breakdown 
required in the following aspects of inter-sectoral propagation:

1.	 multipliers within the macro-sectors; these will measure the propaga-
tion exclusively inside the industrial macro-sectors:

[11.1]	  

and the services:

[11.2]	

2.	I nter-sectoral effects that can be divided into 4 components:
2.1	the input of services caused by the propagation within the industrial 

sector:

[12.1]	

2.2	the propagation within services production following the input of serv-
ices by industry:

[12.2]	

2.3	the input of goods caused by the propagation within the services sector:

[12.3]	

2.4	the propagation within the production of goods following the input of 
industrial products by the services:

[12.4]	

[1] b
s

b
s L

q
qL ⋅⎥

⎦

⎤
⎢
⎣

⎡
⋅⎥
⎦

⎤
⎢
⎣

⎡

−
=

π

π

1
 

 
 
[2] ( ) YAIAS ⋅−⋅= −1   
 
 
[3] YHS ⋅=  
 
[4] ( ) 1−−⋅= AIAH  
 
 
 
[5] ( ) YAIlL 1−−⋅=  
 
 
[6] ( ) fAIxB ˆˆ 11 ⋅−⋅= −−  
 
 
[7] ByG ⋅= ˆ  
 
 
[8] ( ) 1−⋅⋅= GiGC  
 
 

[10.1] 
SS
PP

A
1

1
=  

 
 
 

[10.2] 
ss

Pp

RR
RR

R
1

1=  

 
 
 
[11.1] ( ) 1−−= PIB   
 
 
 
 
[11.2] ( ) 1−−= SIT  
 
 
[12.1] BSB ⋅= 11  
 
 

[1] b
s

b
s L

q
qL ⋅⎥

⎦

⎤
⎢
⎣

⎡
⋅⎥
⎦

⎤
⎢
⎣

⎡

−
=

π

π

1
 

 
 
[2] ( ) YAIAS ⋅−⋅= −1   
 
 
[3] YHS ⋅=  
 
[4] ( ) 1−−⋅= AIAH  
 
 
 
[5] ( ) YAIlL 1−−⋅=  
 
 
[6] ( ) fAIxB ˆˆ 11 ⋅−⋅= −−  
 
 
[7] ByG ⋅= ˆ  
 
 
[8] ( ) 1−⋅⋅= GiGC  
 
 

[10.1] 
SS
PP

A
1

1
=  

 
 
 

[10.2] 
ss

Pp

RR
RR

R
1

1=  

 
 
 
[11.1] ( ) 1−−= PIB   
 
 
 
 
[11.2] ( ) 1−−= SIT  
 
 
[12.1] BSB ⋅= 11  
 
 

[1] b
s

b
s L

q
qL ⋅⎥

⎦

⎤
⎢
⎣

⎡
⋅⎥
⎦

⎤
⎢
⎣

⎡

−
=

π

π

1
 

 
 
[2] ( ) YAIAS ⋅−⋅= −1   
 
 
[3] YHS ⋅=  
 
[4] ( ) 1−−⋅= AIAH  
 
 
 
[5] ( ) YAIlL 1−−⋅=  
 
 
[6] ( ) fAIxB ˆˆ 11 ⋅−⋅= −−  
 
 
[7] ByG ⋅= ˆ  
 
 
[8] ( ) 1−⋅⋅= GiGC  
 
 

[10.1] 
SS
PP

A
1

1
=  

 
 
 

[10.2] 
ss

Pp

RR
RR

R
1

1=  

 
 
 
[11.1] ( ) 1−−= PIB   
 
 
 
 
[11.2] ( ) 1−−= SIT  
 
 
[12.1] BSB ⋅= 11  
 
 

[1] b
s

b
s L

q
qL ⋅⎥

⎦

⎤
⎢
⎣

⎡
⋅⎥
⎦

⎤
⎢
⎣

⎡

−
=

π

π

1
 

 
 
[2] ( ) YAIAS ⋅−⋅= −1   
 
 
[3] YHS ⋅=  
 
[4] ( ) 1−−⋅= AIAH  
 
 
 
[5] ( ) YAIlL 1−−⋅=  
 
 
[6] ( ) fAIxB ˆˆ 11 ⋅−⋅= −−  
 
 
[7] ByG ⋅= ˆ  
 
 
[8] ( ) 1−⋅⋅= GiGC  
 
 

[10.1] 
SS
PP

A
1

1
=  

 
 
 

[10.2] 
ss

Pp

RR
RR

R
1

1=  

 
 
 
[11.1] ( ) 1−−= PIB   
 
 
 
 
[11.2] ( ) 1−−= SIT  
 
 
[12.1] BSB ⋅= 11  
 
 

[12.2] 12 STT ⋅=  
 
 
[12.3] TPT ⋅= 11  
 
[12.4] 12 PBB ⋅=  
 
 
 
[13.1] ( ) 112 −⋅−= TBIL  
 
 
[13.2] ( ) 121 −⋅−= BTIK  
 
 

[14] ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⋅⋅⋅

⋅⋅⋅
=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
⋅⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⋅⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

TKBLT
TKBBL

K
L

IT
BI

T
B

R
2

2
0

0
2

2
0

0
 

 

 [15] 
( )

⋅⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⋅⋅⋅

⋅⋅⋅⋅⋅+
=

TKBTK
TKBBTKBB

R
1

212
 

 
 
[16] BLSTBLTRS ⋅⋅⋅=⋅⋅= 121  
 
 
[17] 11111 )1()1( −−−− ⋅⋅⋅−⋅⋅⋅= ttttttSA BLSTBLSTR  
 
 
 
[18] 111111 )1()1( −−−−− ⋅⋅⋅−⋅⋅⋅= ttttttX BLSTBLSTR  
 
 
 

[19] 

RRRRRTRT

RRRRRTRT

TRTRTTTT

TRTRTTTT

BBBB
BBBB
BBBB
BBBB

B

22212221

12111211

21212221

12111211

=  

 
 

[20] 

⎪
⎪
⎭

⎪
⎪
⎬

⎫

⎪
⎪
⎩

⎪
⎪
⎨

⎧

=

RRSRRSRTSRTS

RRPRRPRTPRTP

TRSTRSTTSTTS

TRPTRPTTPTTP

RRRR
RRRR
RRRR
RRRR

R

111

1!

11

111

 

 
 

[12.2] 12 STT ⋅=  
 
 
[12.3] TPT ⋅= 11  
 
[12.4] 12 PBB ⋅=  
 
 
 
[13.1] ( ) 112 −⋅−= TBIL  
 
 
[13.2] ( ) 121 −⋅−= BTIK  
 
 

[14] ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⋅⋅⋅

⋅⋅⋅
=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
⋅⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⋅⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

TKBLT
TKBBL

K
L

IT
BI

T
B

R
2

2
0

0
2

2
0

0
 

 

 [15] 
( )

⋅⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⋅⋅⋅

⋅⋅⋅⋅⋅+
=

TKBTK
TKBBTKBB

R
1

212
 

 
 
[16] BLSTBLTRS ⋅⋅⋅=⋅⋅= 121  
 
 
[17] 11111 )1()1( −−−− ⋅⋅⋅−⋅⋅⋅= ttttttSA BLSTBLSTR  
 
 
 
[18] 111111 )1()1( −−−−− ⋅⋅⋅−⋅⋅⋅= ttttttX BLSTBLSTR  
 
 
 

[19] 

RRRRRTRT

RRRRRTRT

TRTRTTTT

TRTRTTTT

BBBB
BBBB
BBBB
BBBB

B

22212221

12111211

21212221

12111211

=  

 
 

[20] 

⎪
⎪
⎭

⎪
⎪
⎬

⎫

⎪
⎪
⎩

⎪
⎪
⎨

⎧

=

RRSRRSRTSRTS

RRPRRPRTPRTP

TRSTRSTTSTTS

TRPTRPTTPTTP

RRRR
RRRR
RRRR
RRRR

R

111

1!

11

111

 

 
 

[12.2] 12 STT ⋅=  
 
 
[12.3] TPT ⋅= 11  
 
[12.4] 12 PBB ⋅=  
 
 
 
[13.1] ( ) 112 −⋅−= TBIL  
 
 
[13.2] ( ) 121 −⋅−= BTIK  
 
 

[14] ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⋅⋅⋅

⋅⋅⋅
=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
⋅⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⋅⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

TKBLT
TKBBL

K
L

IT
BI

T
B

R
2

2
0

0
2

2
0

0
 

 

 [15] 
( )

⋅⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⋅⋅⋅

⋅⋅⋅⋅⋅+
=

TKBTK
TKBBTKBB

R
1

212
 

 
 
[16] BLSTBLTRS ⋅⋅⋅=⋅⋅= 121  
 
 
[17] 11111 )1()1( −−−− ⋅⋅⋅−⋅⋅⋅= ttttttSA BLSTBLSTR  
 
 
 
[18] 111111 )1()1( −−−−− ⋅⋅⋅−⋅⋅⋅= ttttttX BLSTBLSTR  
 
 
 

[19] 

RRRRRTRT

RRRRRTRT

TRTRTTTT

TRTRTTTT

BBBB
BBBB
BBBB
BBBB

B

22212221

12111211

21212221

12111211

=  

 
 

[20] 

⎪
⎪
⎭

⎪
⎪
⎬

⎫

⎪
⎪
⎩

⎪
⎪
⎨

⎧

=

RRSRRSRTSRTS

RRPRRPRTPRTP

TRSTRSTTSTTS

TRPTRPTTPTTP

RRRR
RRRR
RRRR
RRRR

R

111

1!

11

111

 

 
 



80 R. Paniccià

3.	E xternal multipliers that divide into:
3.1	industrial sector external multiplier that quantifies the propagation ef-

fect of a sector due to the internal multiplier initial propagation that 
goes back to the same after activating the other macro-sector (inter-sec-
toral propagation and multiplier within the services)7

[13.1]	

3.2	 service sector external multiplier:

[13.2]	

Matrix R can therefore be broken up into a multiplicational form:

[14]	

by combining the three activation aspects, that is: internal multipliers, 
multipliers of inter-sectoral propagation and external multipliers. When 
the drive comes from the industrial sector the formula [14] can be written 
in the following equivalent addition form:

 [15]	

The first term in the diagonal measures the direct and indirect activa-
tion and is broken down into the two internal multiplier terms plus the 
Blair feedback effect (in brackets). 

The Miyazawa method has found numerous applications, and has sub-
sequently been refined in both sectoral and spatial terms8. As it is inher-
ent to the paper, we should mention the method adopted by Caselli and 
Pastrello (1982). The authors start off with the consideration that the off-
diagonal term of the Miyazawa breakdown may vary not only by modify-
ing the exchange ratio between the two macro-branches, but also due to the 
effect of a variation in self-propagation. For example, the effect of industry-
services propagation is measured by:

[16]	

7 In the steps of propagation the external multiplier concept is similar to the feedback effect 
proposed by Blair (1981).
8 See Hewings et al. (1999).
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It can therefore vary on the basis of B or T self-activation, a change there-
fore not inherent in the interdependence ratio between P and S. This interde-
pendence is instead captured by S1·L. If in a particular period there is both 
self-activation and integration in the services and industry, the variation of 
the multiplier in the partition RP1 will contain both without distinction. As a 
quick measure for the purpose of the study the authors first of all propose us-
ing the variation of the integration of the total of the S1·L elements of RP1, fol-
lowed by a shift-share type breakdown method in order to avoid distortions 
due to the double sum. This breakdown can group together the two com-
ponents that represent the effect of the variation in RP1 due to self-activation:

[17]	

and variation in the integration process9:

[18]	

The greatest criticism (see Rampa and MS 1986) of breakdowns con-
cerns the use of matrices at current prices whereas, as we have underlined, 
it would be more correct to use deflationed tables. 

3. The Models of Analysis

The two approaches outlined above have been applied to national da-
ta alone (MS) or alternatively to macro-sectors and regions (Miyazawa, 
Caselli and Pastrello). They have never been applied to macro-branches 
and regions at the same time. Since this is what we need to analyse in this 
paper, we therefore need to modify the two approaches to a regional level 
(MS) or to integrate them (macro-branches + regions). 

As far as MS’s approach is concerned, if using a bi-regional model, the 
branch/sub-system matrix will have to be broken down into regions. 

The operator B specified in [7] will also have a spatial dimension broken 
down into two parts (Tuscany-ROI). If we consider two macro-sectors and 
two VISs for each region, we can obtain a block matrix like this: 

[19]	

9 In the article in question, the complete development also includes a leftover term that the 
authors consider of little numerical importance. The complete formula is thus as follows:
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where:
11BTT = block containing the percentages of output of the Tuscany macro-

sector 1 that flows as input into the Tuscany VIS 1
11BTR = block containing the percentages of output of the Tuscany macro-

sector 1 that flows as input into the ROI VIS 1
12BTR = block containing the percentages of output of the Tuscany macro-

sector 1 that flows as input into the ROI VIS 2
21BRT = block containing the percentages of output of the ROI macro-

sector 2 that flows as input into the Tuscany VIS 1 
and so on.
Matrices G and C, which contain the values and shares of the generic 

variable y respectively, will also be partitioned in the same way. 
Therefore the matrix B contains the technical and allocational infor-

mation (interregional distribution) of the regional VISs. For the sake of 
analytical simplicity, in the specific case, we identified 8 macro-sectors 
(agriculture, energy, fashion, manufacturing, trade, other market services, 
non-market services) then for every sector we calculated a VIS identified 
in spatial terms. As far as matrices G and C are concerned, we then filled 
them using both the effective production and the work units. 

In the Miyazawa model the partition must also be consistent with both 
a sectoral and spatial analysis, therefore the matrix of technical coefficients 
A must be broken down into macro-sectoral coefficients of intra-regional 
exchange and macro-sectoral interregional coefficients in line with the cho-
sen bi-regional model. The resulting matrix R will therefore be:

[20]	

where:
pRtt= intermediate input from the Tuscan industrial sectors required by 

the Tuscan industrial macro-sector 
s1Rtt= intermediate input from the Tuscan service sectors required by the 

Tuscan industrial macro-sector 
PRtt= intermediate input from the ROI industrial sectors required by the 

Tuscan industrial macro-sector 
S1Rtt= intermediate input from the ROI service sectors required by the 

Tuscan industrial macro-sector 
And so forth.
The partitioned inversion procedure (I-R) will produce more internal 

and external multipliers, however the spatial separation will lead to new 
elements and a different way of reading them. 
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The internal multipliers will have to be read not just as propagation 
within the sector but also within the region or intra-regional propagation. 
The same goes for external propagation. Take for example the increases in 
intermediate input connected to an increase in intra-regional propagation 
within sector P of region T. They will be as follows:

a.	 [21.1]	

that is, the input of services from region T caused by the intra-regional 
propagation within sector P; 

b.	 [21.2]	

that is, the input of industrial products from region R caused by the 
intra-regional propagation within sector P.

c.	 [21.3]	

that is, the input of services from region R caused by the intra-regional 
propagation within sector P.

Mutatis mutandis the type T1 matrices will be partitioned in the same 
way obviously both for region T and for region R. For the type B2 matrices, 
again in reference to intra-regional propagation of sector P in region T, they 
will be as follows:

a.	 [21.4]	

that is, the input of services from region T caused by the intra-regional 
propagation within sector P;

b.	 [21.5]	

that is, the input of industrial products from region R caused by the 
intra-regional propagation within sector P;

c.	 [21.6]	

that is, the input of services from region R caused by the intra-regional 
propagation within sector P.

For the applicative purposes described in the paper, the Miyazawa 
method was integrated by the methodology proposed by Caselli and 
Pastrello described above. This permitted a more accurate identifica-
tion of the inter-sectoral propagations due to effective production 
integration.
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4. The Data Set

The data set consists of the bi-regional Tuscany-ROI tables estimated by 
IRPET10 for the years 1988 and 1997 according to SEC79. These tables are at 
current prices départ-usine in 44 branches of production. The fashion mac-
ro-sector includes the branches of «textiles and clothing» and «leather and 
footwear». In all the applications that involve macro-sectors the branches 
of transport services, banking, business-related services, and health and 
education market services11 will be included under tertiary or marketable 
services whereas the trade sector will not be included in this definition. 

5. The Results

5.1 Use of the Vertically Integrated Sector

The analysis of the integration of the service sector in the manufactur-
ing production processes and above all in fashion begins by estimating an 
index to measure the incidence of the producer services (TPSinc) in the 
production processes in the two years of reference (table 1)12.

Table 1. Work units in the service sector, percentages of the tertiary sector for the production 
system (TPS) and other components: Tuscany, Rest of Italy 1988/1997

Tuscany Rest of Italy Total
1988
TPS 31.74 39.29 1664.5
Trade 14.66 10.48
Final demand 53.60 50.23 5094.6
1997
TPS 37.69 39.99 -2533.8
Trade 11.35 10.12
Final Demand 50.96 49.89 -4289.0

Source: author’s calculation on IRPET figures

10 In order to be able to make comparisons over time, we used I-O tables estimated in 2000 
according to the construction method cf. Casini-Martellato-Raffaelli (1993) no longer used by 
IRPET that refers to SEC79 to define the aggregates (départ-usine ì) and to make classifications 
(44 NACE-CLIO branches of production)
11 In SEC79 the latter includes research and development activities. Note that IRPET is cur-
rently estimating new multiregional tables according to the new SEC95.
12 

where:
k= first service sector in the classification
n= number of sectors
l = work unit.
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Table 1 shows that in the period from 1988-1997, the share of TPS grew 
more in Tuscany (+6%) than in the ROI13 which however started off from 
higher values. However, demand for TPS by the Tuscan production system 
would seem to have grown more than the Tuscan producer services could 
cover as the interregional TPS totals got significantly worse, going from 
positive figures (net exports of work units) to net imports. 

The integration of Tuscan producer services became more widespread 
which explains the almost all-round increase in labour units in the services 
recorded in the period 1988-1997 (+11.6% against 5.1% for the ROI).

The TPS incidence describes the importance of the phenomenon in sec-
toral terms while our goal is more ambitious and as underlined by MS «we 
need to study the functional destination of the intermediate services and 
therefore the tertiarisation of the various lines of production, that is, the in-
tegration of the service sector in the various vertically integrated sectors».

If we return to the specific case of fashion, graph 1 shows the crossover 
between the service branches and the vertically integrated sector of fashion 
in terms of overall input. It is an operator B that refers not to production 
but to the total of the resources available in matrix B (cf.eq. [9]).

Graph 1. Shares of resources available in the market sectors that flow as input into the VI 
fashion sector in Tuscany

 
 
 
 
Graph 1. Shares of resources available in the market sectors that flow as input into the VI fashion 
sector in Tuscany 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Source: author’s calculation on IRPET figures

The increase in the service sector’s technical integration towards the VI 
fashion sector in Tuscany is evident above all in the services that are more 
producer services such as «business-related services». In 1988 the share of 
resources of this branch flowing into the fashion VIS was 7.73% against 
5.86% in the ROI, while in 1997 it went up to 9.14% in Tuscany and 6.1% in 
the ROI.

13 Many authors agree on the fact that the phase of the biggest increase in TPS took place, on 
a national level, during the 1970s. For the last year of reference (1975) MS found the figure of 
36.28% in their analysis.
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In order to give a spatial breakdown, it is useful to use table 2 which 
sums up the contents of matrix B. This time it refers to production for the 
VI fashion sector in Tuscany and the ROI compared to the VI manufactur-
ing sector. 

Table 2. Shares of production of the market sectors in Tuscany and the ROI that flow as input 
to the VI fashion sector in Tuscany and the ROI

Tuscany ROI
Manufacturing Fashion Manufacturing Fashion

1988  31-Land transport   13.41 4.46 23.89 4.83
 32-Sea and air transport 3.47 0.90 9.63 1.72
 33-Supporting and 
auxiliary transport services; 
travel agency services   

12.13 4.09 21.29 4.25

 34-Post and 
telecommunication services     8.17 3.86 15.66 4.66

 35-Financial intermediation 4.23 2.52 7.63 2.53
 36-Business activities, R&D 
and IT 11.65 5.82 20.90 6.35

 37-Real estate and renting 1.66 0.96 3.02 0.94
 38-Education 13.54 1.08 23.24 2.09
 39-Health market services  0.01 0.01 0.15 0.03
 40-Recreational market 
services 3.68 1.42 6.72 1.44

1996  31-Land transport   16.49 5.35 27.63 5.18
 32-Sea and air transport 11.21 2.71 16.86 2.80
 33-Supporting and 
auxiliary transport services; 
travel agency services   

15.36 4.73 24.20 4.42

 34-Post and 
telecommunication services     10.61 4.48 18.33 5.06

 35-Financial intermediation 5.22 2.87 8.47 2.64
 36-Business activities, R&D 
and IT 15.72 7.14 23.53 6.62

 37-Real estate and renting 2.64 1.35 4.12 1.20
 38-Education 11.18 0.70 27.59 2.08
 39-Health market services  0.00 0.00 0.11 0.03
 40-Recreational market 
services 5.72 1.95 8.34 1.66

Source: author’s calculation on IRPET figures
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Since they are shares of regional production that flow into the re-
gional VI sectors the effect of greater integration in the ROI is evident. 
Nevertheless, what we are interested in is the trend, and in this table we 
can see confirmation of the greater dynamism of the producer services in 
the Tuscan integration process (catch-up effect in manufacturing) but even 
more in the VI fashion sector where we go beyond the catch-up effect and 
in some cases achieve levels (see ‘business-related services’) that are great-
er than in the ROI. 

In the period in question there was both a technical growth (graph 1) 
and a growth in regional production in the Tuscan producer services inte-
gration process towards the Tuscan fashion sector. This latter increase was 
nevertheless not sufficient to balance out the stronger technical integration 
and Tuscan fashion experienced an increase from 3385 to 6300 billion in the 
services exchange deficit for its own VI sector.

5.2 Analysis Using Partitioned Matrices

In the analysis using partitioned matrices, we will use the original 
Miyazawa model, integrated by the Caselli-Pastrello S1L type extension 
that many authors consider the most interesting evolution of Miyazawa’s 
contribution. 

Table 3 shows the calculation of the internal and external multipliers as 
well as the effects of S1L integration for the fashion sector in Tuscany. 

Tab. 3. Multipliers associated with S1L integration

1988 1997
Internal multiplier 1.17803 1.10952
Integration effect 
Tuscany Manufacturing 0.07663 0.07750

Market services 0.04473 0.06631
 31-Land transport   0.01071 0.01467
 32-Sea and air transport 0.00010 0.00097
 33-Supporting and auxiliary 
transport services; travel agency 
services   

0.00192 0.00228

 34-Post and telecommunication 
services     0.00260 0.00419

 35-Financial intermediation 0.00782 0.01008
 36-Business activities, R&D and IT 0.01807 0.02782
 37-Real estate and renting 0.00168 0.00331
 38-Education 0.00002 0.00002
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 39-Health market services  0.00000 0.00000
 40-Recreational market services 0.00188 0.00304

Integration effect 
ROI Fashion 0.05920 0.09092

Manufacturing 0.05874 0.06792
Market services 0.00217 0.00577
 31-Land transport   0.00098 0.00186
 32-Sea and air transport 0.00120 0.00053
 33-Supporting and auxiliary 
transport services; travel agency 
services   

0.00000 0.00002

 34-Post and telecommunication 
services     0.00036 0.00027

 35-Financial intermediation 0.00050 0.00011
 36-Business activities, R&D and IT 0.00071 0.00302
 37-Real estate and renting 0.00000 0.00000
 38-Education 0.00001 0.00002
 39-Health market services  0.00000 0.00000
 40-Recreational market services 0.00000 0.00001

External multiplier 1.00037 1.00019

Source: author’s calculation on IRPET figures

The comments on table 3 offer interesting cues starting from the fall in 
the multiplier within the Tuscan fashion sector to the benefit above all of 
the integration effect in the fashion sector in the ROI (increase in interme-
diate intra-sectoral exchanges) and the market services in particular from 
Tuscany. Within this aggregate the branch that shows the most dynamic 
trend in terms of integration is without doubt the business-related serv-
ices and communication branch. As was to be expected given the previous 
analyses, in this case too, the more dynamic trend in intermediate demand 
coincided with an increased activation effect towards the services provided 
by the ROI. Instead, there was a decrease in the external multipliers, which 
is an indirect sign of a reduction in the propagation effect from the ROI to 
Tuscany.

6. In Lieu of a Conclusion

Three stylised facts emerge from the analysis.
First of all, the producer services in Tuscany are becoming more and 

more integrated within the production system. The initial gap in 1988 had 
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almost been made up in 1997. This catch-up process made Tuscany experi-
ence the process that had happened in Italy in the 1970s and 80s with the 
same employment trends (for example the increase in employment in the 
service sector is mainly due to TPS). 

Second, the integration of Tuscan producer services with regard to the 
VI fashion sector in Tuscany registered a more dynamic trend, taking its 
values to higher levels than in the ROI. The same can be said if we are to 
analyse the effects of inter-sectoral propagation. 

Third, this trend was not enough to cover the even higher demand for 
integration expressed by the fashion sector, and this led to a worsening in 
the interregional exchange of services.
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Business-Related Services Role in Driving 
Firms’ Competitiveness: a Territorial Study

1. Introduction

The interest of economists in the business-related services sector is due 
to the central role that it has played in economic development, in particular 
in the most advanced countries. The tendency towards the vertical break-
up of companies and the tertiarisation process that has taken hold since the 
1970s have led to a consistent growth in the use of services as intermediate 
input in the production processes in all sectors, a growth which sped up 
further in the 1990s following companies widespread application of infor-
mation technology. 

At first economists concentrated above all on the consequences in terms 
of productivity of the mass inter-sectoral shift of the workforce. The work 
by Baumol (Baumol 1967) depicts the service sector as a segment charac-
terised by sporadic and mediocre spurts of growth in productivity and a 
tendentially non-elastic demand. The shift of the workforce from the man-
ufacturing to the service sector may therefore result in imbalanced growth, 
with rising costs and a decline in the growth rate of productivity and, as a 
result, of the whole economy. This is the so-called Baumol’s disease. 

On the other hand, since the 1990s the economists’ focus has mainly 
shifted towards the theme of innovation, both concerning innovation in 
the services (the service companies and the innovative processes within 
them) and services in innovation (their role in the division of creative work 
in the modern innovative systems). According to this perspective, if not 
already innovative driving forces, service companies nevertheless ben-
efit from the systemic trends and external sources to develop their own 

1 IRPET – Istituto Regionale per la Programmazione Economica della Toscana.

E. Conti1

Alessandri Viviani (a cura di) Firms and System Competitiveness in Italy, 
ISBN 978-88-8453-935-9 (print) ISBN  978-88-6453-936-6  (online), © 2009 Firenze University Press
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innovative processes (Evangelista 2000; Gallouj, Weinstein 1997). These 
innovative processes are not strictly or only technological. Often service 
companies innovate in organisational terms and in an informal manner, 
and since it is very difficult to measure the input and output of the pro-
duction processes, it is also difficult to measure increases in productiv-
ity (for a recent review see Metcalfe, Miles 2000; Sundbo 1997, but also 
Barras 1996; Gallouj, Gallouj 1996; Gallouj, Weinstein 1997). This line of 
economic literature pinpoints the application of information technology 
in to the services as the decisive factor in overcoming Baumol’s disease. 
Hence, the services, once a sector with little growth in productivity and a 
key factor in slowing down the most developed economies, have become 
a strategic component in increasing the competitiveness of companies, 
sectors and nations. 

A more recent focus of economic literature has since singled out the so-
called knowledge intensive business services (hereinafter KIBS) in some specif-
ic parts of the sector. Characterised by the intensive use of knowledge and 
specialist skills, these services are an additional driving force in innovating 
and increasing the productivity of their client companies. 

KIBS refers to the set of activities joined by the fact that they supply cli-
ents (often another company) with intermediate (often immaterial) input, 
the production of which requires primarily highly specialised human capi-
tal (Bilderbeek et al., 1998). Though as yet there is no unanimous agreement 
among academics as to a precise sectoral definition of the KIBS, many of 
the services examined in this research are without doubt part of this set. 
Belonging to it in particular are all the services offered by the so-called lib-
eral professions which in Italy have been subject, at least until the Bersani 
Decree was approved, and to a large extent still today, to some of the most 
complex and extensive regulations in Europe and the world. These regula-
tions are considered responsible by many for slowing down their evolution 
and modernisation. 

This is where the interest stems from as to how the business-related 
services market works in the Province of Florence. What role do these sec-
tors play? Are they leaders in innovation or protected and inefficient sec-
tors? It is by no means a coincidence that we have selected the Florentine 
area. We have chosen what is in actual fact the only true metropolitan area 
in the region, and at the same time its most important administrative hub. 
As a result, it is here that we expect to find the highest demand for services 
from the most advanced companies. The study concentrates in particular 
on analysing the demand expressed by the economic system. How big is 
the business-related services market and what is it like? What role do the 
services play in the Florentine economy? To what extent do companies re-
quest them; what expectations do they have of them; and how satisfied are 
they with them? What mechanisms dominate in forming the prices for the 
services? 
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1.1 Goals of the Investigation and Methodology

The goal of the research is, therefore, to show the use by Tuscan enter-
prises of business-related services. Here business-related services is taken 
to mean those economic activities included in division 74 of the ATECO 
2002 classification. They include: legal services, accounting and adminis-
trative services, consultancy for tax, finance, administration, strategy, serv-
ices, etc. employment consultancy services, engineering and architectural 
technical services, advertising services, staff recruitment series, surveil-
lance services, cleaning and pest control services. 

As a result, we analysed the main types of services used by companies, 
the size of the purchase markets, the criteria for choosing suppliers and 
the relative levels of user satisfaction, the main deficiencies encountered 
according to the type of service and the professional figures needed to im-
prove the performance of the companies in the province of Florence. 

The investigation was based on a structured questionnaire which was 
distributed to a sample of 513 companies in the province of Florence, se-
lected from the ASIA 2004 archive2.

The population of reference comprised all the companies in the prov-
ince of Florence belonging to the fashion, engineering, transport and infor-
mation technology sectors that were active in 2004. 

A mixed-level sampling method was used: it was layered to take into 
account the different numbers of employees so as to cover as large a variety 
of companies as possible while interviewing as few companies as possible. 
The sample was layered on the basis of the following variables:

•	S ector (four types):
-	 fashion;
-	 metalwork and mechanical engineering;
-	 transport;
-	 information technology.

•	N umber of employees (three types):
-	 from 1 to 9 employees
-	 from 10 to 49 employees 
-	 over 49 employees.

We tried to interview all companies with over 49 employees.
The interviews were effected using the CATI – Computer Assisted 

2 The CATI survey on companies in the province of Florence is part of a wider survey carried 
out as part of a research project commissioned by the Regione Toscana and carried out by the 
University of Florence and IRPET involving companies from the provinces of Florence, Pisa, 
Livorno, Lucca, Prato and Pistoia.
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Telephone Interviewing – system, a standardised mixed method for find-
ing data. The structured interviews were carried out by telephone with 
an interviewer but, unlike traditional methods, the operator could direct 
the discourse by asking questions and inputting them directly into the 
computer. 

The interviews took place in the month of February 2007. The average 
duration of the interviews was between six and eight minutes. 

Of the 3,700 companies that were contacted, 513 (13.9%) took part in 
the survey; 505 of them (98.4%) declared that they had bought professional 
services during 2006 and only 8 (1.6%) had not bought any services during 
the year under examination. 

Each company that was interviewed could declare buying up to a maxi-
mum of 9 types of services. As a result, the percentages of the companies 
buying the different services does not necessarily add up to 100.

2. Survey Results

2.1 The Requested Services: Company Sector and Size Do Count

For the most part the companies in the province of Florence bought 
services of little complexity belonging to the categories of legal, accounting 
and administrative services included in the ATECO K 74.1 set.

Primarily of all, they were administrative, accounting and manage-
ment services provided to a large extent by accountants, who were used by 
82.2% of the companies interviewed. These were followed by employment 
consultant services (33.3%) and legal services (21.8%). A relevant, although 
minor part of the of the demand (9.3%) was for Tax Assistance Centres, 
while development of the Technical Assistance Centres market (2.6%) was 
still at a very early stage. Security and advertising services were bought 
by 11.7% and 11.3% of the companies respectively, while in quantitative 
terms, architectural and engineering services (1.6%) counted for relatively 
little, with a marginal role played by chemical services (0.4%) (cf. graph 1)3.

By dividing the services up in terms of the level of complexity of the pro-
fessional service4 we get a picture of an industrial system that in the great 
majority of cases uses quite simple and standardised services. Altogether 

3 Each company could declare to the interviewer that it had bought a maximum of nine serv-
ices from three different categories. This is why the total distribution of the companies accord-
ing to the type of service bought often amounts to more than 100%. 
4 In order to analyse the quality of the services requested by the companies, the latter were 
divided into those which require a higher level of professionalism because they are more 
complex, and those which are instead simpler and standardised and therefore require a lower 
level of professionalism. The professional services were classified under the two types de-
scribed on the basis of the indications that emerged from the interviews with key informants, 
professionals and representatives of the professional associations. 
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only 7.6% of the services acquired can be defined as complex and non-
standard. The percentage varies greatly between the various service sec-
tors and is particularly low for administrative and accounting services 
(3%) while it is slightly higher for legal services (10.2%) and employment 
consultants (9.7%). For architectural and engineering services this percent-
age rises sharply (40%), substantially thanks to the importance of technical 
inspections.

Graph 1. Professional services bought in 2006
Graph 1. Professional services bought in 2006 

21,8

82,2

33,3

9,3

2,6

1,6

0,4

11,3

4,2

11,7

0,0 10,0 20,0 30,0 40,0 50,0 60,0 70,0 80,0 90,0 100,0

Legal services

Administrative, accounting and management services

Employment consultancy services

Tax assistance centres

Technical assistance centres

Architecture and engineering

Chemical

Advertising, communication and social research

Staff recruitment

Security

 
 
 
Graph 2. Services bought in administration, accounting and employment consultancy 
 

 
 
Graph 3. Services bought in the legal field and in advertising, communication and social research 

 
 
 
 
 
 

60,0

1,7

2,4

69,2

94,0

29,6

0,7

1,9

1,0

1,2

0,0 10,0 20,0 30,0 40,0 50,0 60,0 70,0 80,0 90,0 100,0

Revisione dei conti 

Consulenze e controllo fusioni…

Servizi consulenza internazionalizzazione

Servizi di contabilità

Dichiarazione dei redditi

Consulenza e/o rappresentanza fiscale

Consulenza a imprese utilizzo prodotti informatici

Consulenza gestione economico-finanziaria

Servizi avviamento aziendale, organizzazione

Altro

79,8

3,6

11,9

7,1

2,4

1,2

0,6

0,0 20,0 40,0 60,0 80,0 100,0

Gestione rapporto lavoro tra
impresa e personale 

Intermediazione, ricerca e
selezione del personale

Gestione aziendale

Consulenza tecnica d'ufficio e
di parte

Gestione certificazione igene
e prevezione ambiente 

Patrocionio in sede di
contenzioso tributario

Assistenza e rappresentanza
in sede di contenzioso

20,9

5,5

1,8

30,9

11,8

15,5

52,7

15,5

1,8

1,8

0,0 10,0 20,0 30,0 40,0 50,0 60,0

Consulenza materie diritto nazionale

Consulenza diritto altri paesi

Trasferimenti proprietà mobiliare e immobiliare

Rappresentanza legale contenzioso civile

Rappresentanza legale materie fiscali

Consulenza fiscale

Pratiche di insolvenza

Consulenza gestione e organizzazione, aziendale ecc

Consulenza rappresentanza diritto brevettale

Altro

47,4

77,2

5,3

14,0

0,0 10,0 20,0 30,0 40,0 50,0 60,0 70,0 80,0 90,0

Grafica pubblicitaria

Affitto spazi

Indagini di mercato

Altro

Out of 82.2% of companies that bought administrative services, 94% re-
quired a consultancy for their tax return, while only 2.4% required services 
for internationalisation, 1.9% bought financial planning and consultan-
cy services, and only 1.7% consultancy for mergers, takeovers and asset 
contributions.

Out of 33.3% of companies that bought employment consultancy serv-
ices, almost all (95.8%) required consultancy for dealing with the work con-
tracts of their employees (that is accounting, economic, legal, insurance, 
social security and social aspects); it is important to note that these serv-
ices, which make up the core of the employment consultants’ activity, are 
included in this professional category along with accountants and lawyers. 
Only a minority of companies (11.9%) bought high-level services relating 
to company management, such as analysis, setting up production plans, 
management checks and cost analysis. Finally, 7.1% of companies bought 
the services of court or party-appointed experts (see graph 2). Out of 21.8% 
of those who bought legal services there was a small, although not whol-
ly irrelevant minority of companies that bought high-level legal services, 
including those for the internationalisation of companies (7.3%), business 
consultancy (8.2%) and patent law (1.8%). 

Compared to the other types of services, the Florentine companies’ de-
mand for engineering and architectural services featured a bigger percent-
age of high professional complexity. This was due to technical inspections 
in particular, which occurred for 20% more in the province of Florence than 
the average for northern Italian regions. Of the 1.6% of companies that 
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bought architecture and engineering services, 50% required services for 
technical checks for certificates and inspections and services to assess the 
impact and effects of projects and/or plans and programmes, followed by 
25% that bought services for planning and restoring buildings and 12.5% 
that bought services for design, to obtain building permits, estimates and 
property surveys and along with other services. The demand for advertis-
ing services seemed to tend towards standard services. Out of 11.3% of 
companies that bought services for advertising, communication and social 
research, 77.7% needed to buy advertising space, 47.4% needed consultan-
cy for advertising graphics, and 14% for other services (see graph 3).
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No graphs have been put together for staff recruitment or security services because unlike 
the other services, for example legal services (see graph 3), they cannot be broken down into 
different types.

Some particularities appear from an analysis of the services bought by 
the different sectors. 

The fashion sector seems in particular to tend to require the standard 
and simple services provided by accountants and employment consult-
ants, primarily in connection with the management of tax matters and 
employee relations. This is also partly caused by the small size of the com-
panies and therefore the need to outsource, for example, to deal with the 
human resources employed by the company. On the contrary, metallurgy 
and mechanical firms in particular tend to use these services less, although 
they are the services most purchased in these sectors too. The difference 
compared to the fashion sector is particularly great if we only analyse the 
less complex services. 

Use of engineering and architectural services was practically non-ex-
istent in all the sectors of the fashion system, which also used advertis-
ing services very little. This particular fact might seem quite surprising. 
The component of end products produced by the fashion sector is indeed 
definitely greater compared to the metalwork and mechanical engineer-
ing sector, in which the importance of intermediate goods is, proportion-
ally higher. Therefore, one would expect sectors producing end goods that 
need promoting on national and international markets to make more use 
of advertising services. However, in this case too, the industrial structure of 
the two sectors and the size factor seem to play a decisive role.

Indeed, in Tuscany the fashion sector comprises clusters of small busi-
nesses which are often linked to the few leaders in the sector by subcon-
tracting contracts. They have little direct access to the market, therefore 
advertising services are neither needed nor accessible. The purchase of 
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more complex services, aimed at better penetration of the international 
markets or the preparation of company expansion strategies, is reserved to 
the very few big companies.

Graph 5. Percentage of companies that bought the different types of service according to 
company size 
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The use of services relating to engineering and architecture highlights 
a real size threshold. Only about 1% of companies with less than 50 em-
ployees bought this type of service, while once past this size threshold, 
almost 18% of the companies interviewed used them. This explains to a 
large extent the total lack of the use of this type of service shown by the 
sample. They were only bought by the few big companies, which repre-
sent a high percentage of the employees and presumably of the overall 
added value.
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Lastly, we tested the significance of the main relationships described 
in the paragraph using logistic regression, that is the probability of a com-
pany buying a highly complex professional service. Unfortunately, due to 
the small size of the sample, not all the variables turned out to be signifi-
cant even though the sign of the coefficients was confirmed. Therefore, we 
used a sample of companies layered in the same way but with more com-
panies (1007), from a wider area (provinces of Florence, Livorno, Lucca, 
Pisa, Prato and Pistoia). From this additional regression it emerged that the 
likelihood of a company purchasing a highly complex professional serv-
ice was significantly higher if the company did not belong to the fashion 
sector, had more than 5 employees, was a joint-stock company and had a 
sufficient level of integration, that is, it did not mainly work for third par-
ties. This set of associations gives quite a good explanation of the Tuscan 
companies’ failure to use the so-called knowledge intensive services and 
therefore the reason why the Tuscan model does not follow the KIBS mod-
el described in European literature5.

2.2 Do Information Asymmetries Still Exist? The Companies’ Ability 
to Assess the Quality of the Service Purchased

Almost all the companies (97.9% of the sample) believed that they were 
able to give a sufficient assessment at least of the quality of the service 
purchased. The result is quite important since the theory of professional 
service regulation hinges around the existence of information asymmetries 
between the professional and the client6.

In relation to the lesser or greater importance of the information asym-
metries, the goods and/or services exchanged are defined respectively as 
search goods, experience goods and credence goods. In the literature it is now 
quite widely agreed that only in the presence of markets characterised by cre-
dence goods, that is by goods/services for which there are large information 
asymmetries ex ante and ex post, the absence of regulation generates real and 
persistent risks of adverse selection and moral hazards, so as to cause ineffi-
cient allocation and therefore justify the implementation of a system of rules. 

Since credence goods are goods or services whose quality cannot be per-
ceived by the user even after use and even if used on more than one oc-
casion, the answer that the questionnaire gives, also taking into account 
levels of subjectivity, seems to confirm what has been established by the 
literature7, that is, that in the case of companies there are no information 

5 For a methodological description and the panel of results, see the statistical appendix.
6 Among the fundamental contributions to the theory of information asymmetries and mini-
mum quality standards, compare: Akerlov 1970; Leland 1979; Shaeked, Sutton1981; Shapiro 
1983, 1986.
7 Cf. AGCM 1997.
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asymmetries such as to justify the existence of such widespread regulation 
as in Italy8. Therefore, the markets seem to be mainly characterised by ex-
perience goods and to a large extent by search goods (approx. 41%), for which 
regulation appears substantially counterproductive. 

In order to calculate variability in the companies’ assessment capacities, 
it does not seem important either to make a division between the more and 
less complex services or between sectoral or size differences, even though 
the bigger companies declared that they were to some extent even surer 
than the small companies of their ability to assess the quality of the services 
purchased (see graph 6).

Graph 6. Ability to assess the quality of the service purchased
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2.3 The Size of the Services Purchase Market

The business-related services markets are characterised by a very local 
dimension. 55.7% of the companies used suppliers situated primarily in 
the same municipality or the immediate vicinity, 37.8% used service/pro-
fessional companies from the province, 4.4% from outside the province but 
within the region, 1.8% purchased services in other regions and only 0.3% 
used foreign companies (see table in the appendix).

Associated with the preference for vicinity is the importance of trust 
as the principal criterion for choosing the professional figure. 59% of the 
companies chose the supplier of the service on the basis of trust in the pro-
fessional’s loyalty towards them, while the vicinity itself appeared to be a 
much less important selection criterion (10%). How can these statements 
be reconciled with the one relating to the lack of information asymmetry? 
Why is trust and vicinity important if the company has the possibility of 
assessing the professional’s work and, if need be, of replacing them? The 

8 Italian legislative decree no. 223, 4 July 2006. 



Business-Related Services Role in Driving Firms’ Competitiveness 101

answers, if read together, lead us to formulate the following interpretation: 
the professional service markets in Tuscany are small not so much because 
proximity is important and it means lower access costs, but because vicinity 
contains the hidden variable of the essential relationship of trust between 
the professional and the client. According to this interpretation, the compa-
nies choose the supplier of the professional service in the vicinity because 
they select them within a close network of socio-professional relations that 
are built up in a close territorial area and upon frequent contact. This does 
not result in information asymmetries, or rather, that the companies do not 
know how to assess the quality of the service provided by the professional 
and if necessary replace them. On the contrary, it means that the relation-
ship with the professional is by its nature a one of trust due to the quality of 
information flow between the company and the professionals themselves. 

Then we need to highlight another aspect. The small size of the market 
is associated in particular with the purchase of not very complex services, 
which the company buys on quite a frequent basis, where good quality 
services do not seem to be scarce on the market. 

Among the companies that exclusively bought less complex profession-
al services, the percentage that bought the service within the same munici-
pality rose to 60.6%, 34% in the same province, 3.7% in the same region and 
only 0.7% outside the region. Among the companies that bought at least 
one high-level service, the percentage of those buying in the same munici-
pality went down to 40%, the percentage of those buying in the province 
went up to 46.8%, but there were also 6.8% that bought in the region, 4.5% 
that bought outside Tuscany and 1.4% that used services from outside Italy.

Company size turns out to be another variable that, if considered to-
gether with the quality of the service, implies different conduct in relation 
to the size of the purchase market. Companies with more than 9 employ-
ees bought their professional services in the same municipality in 58.1% 
of cases if they were buying non-complex services, and only in 29.7% of 
cases if they were buying highly complex professional services. The same 
companies bought on the regional market in 4.2% of cases for less complex 
services and in 10.2% of cases if the services were highly complex, and on 
the Italian market in 1.7% and 6.8% of cases respectively. 

Companies with more than 50 employees, alone representing half of the 
employees in the sample, only bought services in the same municipality in 
36% of cases, while 13.8% turned to the regional market, and a further 5.2% 
went directly abroad. 

Only in 27% of cases did companies with more than 50 employees buy 
highly complex services within the same municipality, while 21.6% re-
ferred to the regional market, and 8.1% to a foreign supplier. It is interest-
ing to note how when they do not buy inside the region, the companies 
with more than 50 employees do not look for their services in Italy, but look 
directly abroad. The only two companies interviewed with more than 500 
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employees, in particular, bought half of their services in the province of 
Florence and the other half abroad. 

In the first analysis, the economic sector did not appear to be a very 
important factor in explaining the variance in the size of the service pur-
chase market. There are differences among sectors far as the total of servic-
es purchased, but the underlying feature is the strong reliance on the local 
market. On the whole, the sector that makes most use of the strictly local 
market is the transport sector which bought no less than 79% of its services 
in the same municipality. Instead, the mechanical sector showed a tenden-
cy to acquire a smaller share of services in the same municipality (39.5% 
against an average of 55.5%), even though this was made up for by the 
greater amount of services bought in the province (46.5%). In the mechani-
cal sector around 11.2% of services were bought on the regional or supra-
regional market, against 9% in the textile sector, 3.9% in the leather and 
footwear sector, 6.3% in the metallurgy sector, 1.3% in the transport sector 
and 3.9% in the information technology sector. 

If we restrict the analysis to high-level services only, the results change 
slightly. On the whole it was the fashion sector that looked most not to 
a local but to a regional or extra-regional market (16.9% of cases) against 
13.7% in the metalwork and mechanical engineering sector and 3.7% in the 
transport sector. 

There were few companies that on the whole bought services outside 
the region. In Italy, the region where most services were bought were 
Emilia Romagna and Lombardy, while the countries of reference for the 
companies that looked abroad were France and Germany. 

The results highlight that the overriding reason for turning to services 
offered from outside the region consisted not of the excessive price nor the 
scarce expected quality, but the absence of the required service. However, 
it needs to be underlined that the number of answers received was so small 
(five), that this result cannot be considered very significant. 

Lastly, we broke down the companies’ responses related to the area 
where services were purchased to take into account the types of services 
purchased.

The results are of some interest even though they confirm the general 
local dimension of the service purchase market. Nevertheless, the differ-
entials that emerged from analysing the various types of services bought 
quite clearly indicate how engineering, architectural and chemical techni-
cal services were those with a wider market with around 20% of the compa-
nies buying on a regional scale, and a further 5.3% in other Italian regions. 

Advertising and staff recruitment services also appear less linked than 
the average to the local area. Among the companies that purchased ad-
vertising services 7.4% used the national market, and 4.5% the regional 
market. These percentages were more or less inverted in the case of staff 
recruitment services. 
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On the other hand, the market for the legal services sector is of a very 
similar size to the overall average. 

54% of the demand was met within the municipality and a further 35% 
within the province. The regional market only satisfied 7.7% of the demand 
with just 2.6% looking to the Italian market. 

The types of services that seem to have a minimal market size are those 
relating to the administration and accounting services of accountants and 
employment consultants. 

In the case of administrative and accounting services and the servic-
es offered by the Tax Assistance Centres, just under 60% of the demand 
was met within the municipality where the company was located or in the 
immediate vicinity. A further 36-38% purchased the service in the same 
province. Only 4.5% of the companies that purchased administrative and 
accounting services turned to professionals outside the province, and just 
1.4% to foreign service companies (see graph 7). 

A logistic regression analysis, once again carried out on the Tuscan sam-
ple, confirmed and corroborated the results highlighted by the descriptive 
analysis. We modelled the probability that a company would buy its servic-
es outside the strictly local sphere i.e. the same municipality. Unfortunately 
the lack of numbers in the sample prevented us from also modelling the 
probability of purchase outside the province, or even better outside the re-
gion. The probability that a company would buy services outside the same 
municipality became significantly higher when the firm was a joint-stock 
company with more than ten employees in the mechanical or information 
technology sector, which bought at least one technical (engineering or ar-
chitecture), advertising or legal service and considered the excellence of the 
service offered as one of the criteria of reference in the choice the supplier.9

Graph 7. Geographical area where the service was purchased
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9 Cf. methodological statistical appendix.
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2.4 Satisfaction with the Services Purchased: Sufficient but not 
Totally Satisfactory Services

The overall level of satisfaction concerning the services purchased 
seems quite high. Only 3.7% of the companies were explicitly unhappy 
with the services, but ‘only’ 38.0% were fully satisfied. There were in fact 
56.9% of companies that considered the service obtained sufficient but not 
wholly satisfactory. Besides, the percentage of companies that were fully 
satisfied dipped sharply when judging the highly complex professional 
services (32%) compared to less complex services (41%). 

On splitting the results into sectors we can highlight some particulari-
ties. On the whole the transport sector appears to be the segment where 
there was least friction between expectations and reality. Fully satisfied 
companies amounted to 75.7% of the total, even though there were 5.5% 
that were definitely not satisfied. Higher levels of dissatisfaction than the 
overall average, but still very low, could be seen in the mechanical sector in 
which 31% were fully satisfied while the number of very unsatisfied com-
panies amounted to 5.8%. The percentage of fully satisfied companies was 
also less than the average in the textile sector (32.5%).

An analysis on the basis of company size did not come up with any par-
ticular patterns or revelations, even though on the whole companies with 
less than 10 employees tended to be less fully satisfied with the services.

Among the companies not happy with the purchased services, the main 
reason that emerged for their lack of satisfaction was the insufficient quality 
of the service (47.5% of cases). The price variable seemed to count much less 
(25%), and even less so the service’s lack of adaptation or completion (12.5%).

Graph 8. Satisfaction with the services purchased
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An analysis in terms of company size came up with a notable difference 
in opinions. For companies with less than 10 employees, the key variable 
in lack of satisfaction was not quality (26.3%), but excessively high prices 
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(47.4%); this was followed by the service’s insufficient level of adaptation to 
the requirement (10.5%).

However, the analysis of the reasons for the lack of satisfaction should 
be considered with much caution given the small number of answers (cf. 
graph 8).

2.5 Decisive Factors in the Choice of Supplier 

A key question in the questionnaire concerned the decisive factors in 
the choice of a service supplier. 

As hinted while commenting on the size of the service markets, the key 
criterion that emerged from the answers was not the vicinity of the sup-
plier, but the trust that they would effectively provide the service. This 
response was given by the majority of companies, whatever their size or 
sector, for both of the service categories, i.e. highly complex and less com-
plex services. Altogether, this was the criterion used to choose the supplier 
by about 84.2% of the companies in the sample, while vicinity was consid-
ered a crucial factor by only 14.5%. The result is therefore very important, 
but its meaning is not self-evident. 

First of all, we compared the lack of importance attributed to vicinity 
among the factors for choosing the professional with their actual proximity 
to the company indicated in the answers to the specific question. It is evi-
dent that professionals were chosen close by, but not due to the importance 
that the company attributed to proximity per se. Therefore, in other words,  
there must be a hidden variable that explains the proximity. 

The interpretation we put forward here, at least in part, is that it is the 
central importance of trust in the relationship between the company and 
the professional that explains the proximity. 

Nonetheless, why should they point to trust as the key factor in select-
ing a professional when they are able to assess their services (answer 8) and 
therefore also replace them if they are unsatisfactory?. In order to be able to 
do their work, the professional figures come into contact with crucial infor-
mation concerning the company and carry out operations that, even when 
they are not very complex, can have significant consequences; just think of 
the importance of the figures in financial statements, both in terms of tax 
and the market. This is why their loyalty towards the company is crucial. 
Therefore, the professional is chosen on the basis of trust within a network 
of professional relationships that are established in a traditional manner and 
often also in close surroundings. This happens in particular if the qualitative 
level of the services required by the company is not very high. 

The second criterion for choosing the supplier, although a long way be-
hind, was price (23.3% of companies). The result can be read as quite a 
strong signal that there is little elasticity on the part of the companies in 
terms of price. 
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The two criteria concerning the quality of the service, that is, its excel-
lence and adaptation to the client’s requests were the two criteria selected 
least, by respectively 11.9% and 6.7% of the companies. 

An analysis concerning the companies that purchased at least one high-
ly complex service highlighted the increased importance of excellence (se-
lected by 19% of the companies) and adaptation (13%) as the choice criteria, 
but also price (37%), while the importance of trust went down, although 
not by much (76%) (see graph 9). 

Graph 9. Criteria for selecting the service supplier

 
Graph 9. Criteria for selecting the service supplier 
 

 
 
 
Graph 10. Assessment of the services’ impact on the companies’ degree of competitivity 
 

 

33,3

55,6

11,1

0,0

16,3

69,8

11,6

2,3

0,0 10,0 20,0 30,0 40,0 50,0 60,0 70,0 80,0

Molto importante

Abbastanza
importante

Poco importante

Per niente importante

Informatica

Trasporti

 
 
 
 
 

62,9

14,8

7,4

10,5

3,8

0,7

47,2

23,0

11,8

9,3

8,1

0,6

0,0 10,0 20,0 30,0 40,0 50,0 60,0 70,0

Fiducia

Prezzo

Eccellenza

Vicinanza

Addattamento

Altro

Servizi non avanzati Servizi avanzati

61,7

18,7

5,4

9,5

4,1

0,6

43,9

19,5

17,1

9,8

7,3

2,4

0,0 10,0 20,0 30,0 40,0 50,0 60,0 70,0

Fiducia

Prezzo

Eccellenza

Vicinanza

Addattamento

Altro

Imprese sotto i 6 addettiImprese oltre i 50 addet

20,4

48,7

19,5

11,5

16,7

50,0

21,3

12,0

0,0 10,0 20,0 30,0 40,0 50,0 60,0

Molto importante

Abbastanza importante

Poco importante

Per niente importante

Calzature
Tessili

15,1

43,8

41,1

0,0

13,2

57,4

27,9

1,5

0,0 10,0 20,0 30,0 40,0 50,0 60,0 70,0

Molto importante

Abbastanza
importante

Poco importante

Per niente importante

Macchine

Metalli

There were two sectors in which the excellence variable took on more 
importance. The mechanical sector (19.2% of the companies) and the infor-
mation technology sector (21.3% of the companies). In the two sectors the 
companies that chose the supplier on the basis of the service’s adaptation 
amounted to 16.4% and 10.6% respectively, making the quality factor on 
the whole seem relatively more important compared to the other sectors. 
This was the case in particular compared to the transport segment and the 
two fashion sectors in which trust, price and the vicinity of the supplier 
alone seemed to be the only significant criteria for choice. 

An analysis based on company size highlighted a close positive correla-
tion between size and the importance of excellence in the choice of suppli-
er. Around 27% of the companies with more than 50 employees singled out 
excellence as one of the two fundamental criteria in the choice of supplier, 
while only 7.5% of the companies with less than five employees did so. 

The companies with more than 50 employees, together with those 
counting between six and nine employees, also considered adaptation 
(11.8%) and price (30.8%) relatively more important in comparison to the 
other sized companies. 

Considering that the number of employees in the bigger companies count-
ed for around 50% of the whole sample, the abovementioned result seems to 
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take on a certain degree of importance. The fact that the bigger companies, 
those which for the most part bought more complex services and which eval-
uated excellence as a decisive factor in supplier choice, look more than the 
others to distant suppliers and in particular to foreign markets should lead us 
to reflect on the quality of the system of professional services in our region. 

Even though in numerical terms the companies that looked abroad 
were few, nevertheless their size and probable location in the production 
chain lead us to place particular importance on this fact. 

Neither did the figure concerning satisfaction, higher among the com-
panies with over 50 employees compared to the others, contrast this. This 
higher level of satisfaction could indeed be caused by the greater capacity 
to select suppliers in a not necessarily local market and in some important 
cases in a supra-national market. 

An analysis based on the type of service purchased shows how excel-
lence was considered a more key criterion for technical services (20%), staff 
recruitment (19.1%) and advertising services (15.5%), followed by legal 
services (11.5%). The services for which excellence seemed to be seen less 
as a criterion for selecting the supplier were therefore those provided by 
the Tax Assistance Centres (7.1%), administrative and accounting servic-
es (8.1%) and employment consultants (9.9%). The price variable seemed 
particularly appreciated by companies purchasing technical, engineering 
and architectural services, followed by companies buying services from 
Technical Assistance Centres. Nevertheless, beyond the percentages it is 
important to note how the classification and to a certain extent also the 
gaps between the answers relating to the different types of service reflect 
reflect, on closer inspection the answers relating to market size and the im-
portance of the less complex or more standard services. 

Therefore, it can be hypothesised that companies look closer to home 
for more standardised services which do not require excellence on the part 
of the professional so much as their loyalty to the company, given the in-
formation flow between the two. Relationships remain at the centre of the 
services market over and above excellence, at least for the less complex 
services such as accounting, administration and legal services, which is 
what most of the Tuscan companies make use of. 

A logistic regression analysis carried out on the Tuscan sample mod-
elled the probablity that a company would select the supplier on the basis 
of the excellence of the service offered. Once again this confirmed the im-
portance of the size and sectoral variables. Those seeking excellence when 
purchasing a service were above all the bigger companies who used sub-
contractors, were joint-stock companies and belonged to the information 
technology sector, followed by the mechanical sector.10

10 Cf. methodological statistical appendix.
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2.6 The Services’ Impact on Competitivity

The figures concerning the judgement of the importance of the profes-
sional services seems to confirm how they play an important though not 
always decisive role in the company’s level of competitivity. 70% of those 
interviewed claimed that the services that they purchased were an impor-
tant or quite important factor in the company’s degree of competitivity. 
Indeed only 18% considered the latter a very important and thus crucial 
factor (see graph 10). This percentage increased considerably (34%) upon 
analysis of only those companies with more than 50 employees which rep-
resented, in terms of the number of staff, 50% of the sample, and which 
bought the majority of high-level services (58%). On the contrary, for com-
panies with less than five employees, the services bought, were almost all 
of a middle-low level (94%), they seemed to be a factor of little or no impor-
tance for around 40% of the companies interviewed. 

Graph 10. Assessment of the services’ impact on the companies’ degree of competitivity
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At first sight, the variability of the results among the four sectors ana-
lysed does not appear very significant. The transport sector appeared to 
be the segment in which the services were given most importance (33% of 
companies).

2.7 Service Costs

The answers to the question on the percentage spent on professional 
services out of the total costs sustained by the companies gave some inter-
esting results11.

On average, the percentage of the service costs out of the companies’ 
total production costs, equalling 5.7%, appeared to be in line with the indi-
cations in the Italian inter-sectoral tables12. which for 2003 highlighted that 
business services accounted for 5.3% of production at basic prices. 

Graph 11. The percentage cost of services for the different company sizes. 
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In sectoral terms, in line with the findings according to the type of serv-
ice bought, the information technology and mechanical sector, followed by 

11 In order to calculate the burden of the costs for each general type of service, we crossed 
over questions 6 and 16. As a result, we produced three tables in which each company could 
respond from one to three times on the cost burden of each general type of service bought. 
In order to obtain a total average incidence per type of service, we therefore calculated the 
weighted average. In the weighted average, the single values were multiplied by the assigned 
weight (frequency) before being added together. We did not make the division using the 
number of values but the total of the cost burdens. In our case, we excluded any questions 
left blank. 
The general formula was

where fi is the weight assigned to the value ‘i’.
12 The figure for Tuscany was calculated using the total of divisions 72-73-74, not just division 
74.
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the transport sector, appeared to be the segments that spent most in rela-
tive terms. In particular, for between 16% and 21% of companies in these 
sectors service costs accounted for between 10% and 12% of their total pro-
duction costs (see tables 1 and 2). 

In terms of company size, the result is not wholly clear. The service 
costs seemed on the whole to account less for companies with more than 
50 employees, even though the percentage of firms with service costs of 
over 11% of their total outgoings was lower in smaller companies. 

2.8 Service Payment Methods

As in other cases, the companies could give two answers to the question 
as to how the companies set the prices for the services. 

The results are particularly interesting because they do justice to many 
statements made by the various professional categories concerning the pre-
sumed marginal importance of set rates as the price of reference for the 
service. No less than 57.3% of the companies declared that the profession-
al rates were the method used to set the price for the service purchased. 
A lump-sum payment for a package of services also appeared as quite a 
common payment method (37.6% of the companies), whereas it was very 
uncommon to calculate the total on the basis of the result obtained (2.8%). 
Finally, 4.6% of companies reporting discounts depending on the payment 
method also seems quite significant since these can easily be interpreted as 
off-the-books payments (see graph 12).

Graph 12. Methods companies use to fix prices for the professional services
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3. Conclusions and Policy Suggestions

The business-related services included in category 74 are an increas-
ingly important component in developed economies. This is both in 
terms of quantity, since they represent an important and growing share 
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in terms of added value and employees, and in terms of quality. In par-
ticular, what we are referring to are the so-called knowledge intensive 
business services, which make up the great majority of the services, 
and which, according to the most recent economic literature, are con-
sidered responsible for the function of spreading innovation and driv-
ing productivity in other branches of manufacturing and in the services 
themselves. 

Recent research by IRPET – the Tuscan Regional Institute for Economic 
Planning –, publication forthcoming, calculates that in Tuscany the pro-
duction of business-related services for categories 72-74 has grown in nom-
inal terms by almost 15.6% per annum and that at least 40% of this increase 
is due to the change in the way goods and services are produced. Thus, 
business-related services appear to be an increasingly important ingredi-
ent in the economic sectors’ ‘production recipes’. 

So, how does the business-related services market work in the province 
of Florence? Which services do companies request most and what role do 
they play? How significant are they in terms of costs?

While not lacking some interesting trends, the picture relating to the 
province of Florence seems very different from the slightly idyllic image 
often traced by literature on KIBSs. The great majority (80.2%) of compa-
nies in the province of Florence only require simple, standardised services, 
principally accounting for tax returns and tax matters in general, offered 
mainly by accountants and to a lesser extent by the Tax Assistance Centres. 
Secondly, the companies require the services for the management of admis-
nistrative staff, tax and social security matters offered by employment con-
sultants, and legal services used mainly to collect debts and resolve civil 
disputes or for consultancy on matters of Italian law. While only a tiny mi-
nority of companies buy more sophisticated services connected to business 
consultancy or patent law. 

It also emerges that very little use is made of architectural and engineer-
ing services, in part because they are only requested by bigger companies, 
in part because some functions are integrated in the companies, and in part 
because a large part of the demand comes from families. 

In general we can note a significant and positive relationship between 
the use of more complex services and company size. This relationship al-
so varies according to the different sectors. It is above all the bigger com-
panies and companies from the information technology and mechanical 
sector that buy the more complex professional services, while the fashion 
sector, in which the great majority of companies are small or very small, 
buys almost exclusively low-level services. On the contrary, the few big 
companies in the sector all buy complex services. Of these, a small but rel-
evant percentage looks to foreign markets. This interpretation is backed by 
a logistic analysis that confirms the greater probability (38%) that the com-
pany model making use of more complex services is a joint-stock company 
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with more than five employees that does not belong to the fashion sector 
and is not a contractor. 

In general the market size turns out to be small. Professionals are se-
lected on the basis of their proximity to the company and their trustwor-
thiness, from a network of relationships and customary habits, rather than 
as a result of the quality of the service. This by no means signifies large 
information asymmetries between the companies and the professionals, as 
these are excluded by the great majority of those interviewed. Rather it 
suggests the importance of the trust relationship due to the information 
flowing between the two. Market size varies both depending on the pur-
chaser’s size and sector, as well as the type of service bought. The more 
complicated the service, the larger the area within which it is bought and 
the more quality is appreciated in singling out the supplier. 

In line with what has been established thus far, companies in the me-
chanical and information technology sectors as well as bigger companies, 
i.e. the same companies that buy most of the more complex services, show 
a greater appreciation of excellence. 

Now we consider the result of three queries. First of all, the low elas-
ticity of the demand in terms of price, which appears as one of the key 
variables in the choice of professional for only 23% of companies. Second 
the lack of great importance of information asymmetries between the 
company and service provider. Almost all the companies believe that 
they are capable of judging the quality of the service bought. This assess-
ment seems to do justice to the debate around the need to regulate the 
professional services sector. Since there are no great information asym-
metries between the contractor and the agent, with a market of substan-
tially research or at most experimental goods, the quality of which can be 
seen when the purchase is repeated, subjecting the market to restrictive 
regulations as is presently the case turns out to be counterproductive in 
terms of the consumer’s affluence, which is transferred to the profession-
als as income. In this connection, the third answer concerning how the 
price for the professional services is fixed seems important. Indeed, still 
in February 2007, in 57.3% of cases the price of the professional service 
was established according to the rate, for 34.1% a lump sum payment was 
fixed, while the price was only linked to the result obtained in 2.5% of 
cases. 

In conclusion, the current economic fabric of the province of Florence, 
to a great extent characterised by small and very small companies in tech-
nologically mature sectors, only has a limited capacity to improve the 
quantity and quality (i.e. modernisation) of the services on offer from 
professionals. 

There are hardly any dynamic KIBS in our area, also because the com-
panies make little use of them. On the other hand, in Tuscany there seems 
to be a particularly high density of some professional categories: account-
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ants and employment consultants first of all, but also architects and law-
yers who mainly carry out simple services and apply the professional 
rates. 

The analysis carried out therefore confirms and reinforces the need to 
free up the business-related service sector. First of all, we need to favour 
a more competitive set-up, with the goal of lowering the price of services, 
in particular the less complex and more standard services, for which the 
presence of minimum rates to protect quality does not seem in any way 
justified. 

Nevertheless, another important circumstance emerges from the sur-
vey with striking clarity. The great majority of the services requested 
by the companies are mainly aimed at satisfying a demand created by 
the relationship between the company itself and, broadly speaking, the 
public administration. First of all, the demand is created by relations 
with the tax authorities, and second by the need to deal with compli-
cated employment contracts, and third the need for civil justice that is 
at the same time excessive and unfulfilled. Just think of the amount of 
administrative work needed to set up a company, the growing number 
of requirements that companies must fulfil in order to obey new national 
and regional norms, the numerous types of employment contracts that 
have sprung up all over the place in recent years and are therefore not 
easy to manage, the complicated relationship with the tax authorities, 
and, finally, the negative impact of one of the slowest and most uncertain 
civil justice mechanisms in Europe concerning company competitivity. 
In particular, the uncertainty regarding the law encourages, as described 
by Daniela Marchesi, the unscrupulous use of civil justice and overbur-
dening of an administrative machine that is already in grave difficulty.13 
All this forces companies to make excessive use of some types of profes-
sional service. 

Therefore, if the goal is for companies to reduce the weight of the cost 
of less complex professional services and to free up resources to invest in 
more advanced services, which are crucial in order to be able to compete 
on national and international markets, as well as to make the services – 
professional service companies - on offer more efficient by freeing the mar-
ket, in all probability a fundamental springboard would be to simplify the 
relations between companies and the public administration and to increase 
its overall efficiency. 

13 Marchesi 2003.
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Appendix Statistics

Tables

Questions 1c and 1d _ small owner-operated business (yes/no) and family 
business (yes/no)14

Owner-operated Family
  Frequency Percentage Frequency Percentage

No 205 40 288 56.1
Yes 308 60 225 43.9
Total 513 100 513 100

Question 4 _ As a whole, production is carried out

  Frequency Percentage

Mainly on own behalf 182 35.5
Mainly for third parties 271 52.8
Both equally 57 11.1
No answer 3 0.6
Total 513 100

Question 5 _ Does the company use subcontractors? yes/no

  Frequency Percentage

Yes 251 48.9
No 249 48.5
No answer 13 2.5
Total 513 100

14 The tables relating to the four sectors under consideration were analysed in relation to serv-
ices bought in 2006. 
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Question 7 _ Which professional services does the company purchase on a 
frequent basis?15

Architectural services    
  Frequency Percentage

Planning and restoring 
buildings 2 25

Technical checks and inspection 
certificates 4 50

Assessment of the impact and 
effect of projects 4 50

Design 1 12.5
Obtaining building permits 1 12.5
Property estimates and surveys 1 12.5
Other 1 12.5
Go to next question 10 125

Chemical services    
  Frequency Percentage

Chemical analysis of products 
and validation 2 100

Go to next question 4 200

Question 9_Where is/are the company/ies that provide these services main-
ly located? 

  Frequency Percentage

In or near your municipality 501 55.1
In your province 340 37.4
Elsewhere in the region 40 4.4
In another region 16 1.8
Abroad 3 0.3

15 The tables shown only relate to services that were not shown in graphs in the text because 
the results were not sufficiency significant. 
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Questionnaire

1 Company details

1a	T ype of company
1b	S ector of economic activity 
1c	S mall owner-operated business (Yes/no)
1d 	 Family business (Yes/no)

2 What are your main products/services (max 2)

3 How many employees does the company have? 

1-5
6-15
15-50
50-199
200-299
300-500
Over 500

4. As a whole, production is carried out:

  mainly on own behalf 
  mainly on behalf of third parties 
  both equally 

5. Does the company use subcontractors? Yes/no
 
--------------------------------------------------------------------------------------------------
---------------------------------------------------------------------------------------------------

6. In general, what professional services did the company buy in 2006? 
(max 3 answers) 

Legal services
Administrative, accounting, management services 
Employment consultancy services 
Tax assistance centres 
Technical assistance centres 
Architecture and engineering
Geology
Biology
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Chemical
Advertising, communication and social research 
Staff recruitment 
Security 

7. What do you require from these services in more precise terms? (start 
from the list of services used in the previous question giving the general 
service category type) see annexed tables

On the basis of the list of specific services requested (taken from question 6), ask 
questions 8, 9, 10, 11 and 12 for each service: 

8. To what extent do you believe you possess the tools to assess the service 
quality? 

Quality of the service purchased
I am perfectly able to assess it 
I am sufficiently able to assess it
I am not very able to assess it 
I am not at all able to assess it 

9. Where is/are the company/ies that provide these services mainly located? 

In or near your municipality
In your province
Elsewhere in the region
In another region in Italy à specify which
Abroad à specify country

10. Why did you not use a service company/professional from your region? 

Service required not available
Price too high
Poor quality of the service
Failure of the service to adapt to the company’s needs 
Expected the service not to be completed properly 
Other – specify

11. What is your opinion of the service bought? 

fully satisfied 
adequate
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not satisfied 
very unsatisfied

12. If you were not satisfied, please indicate why (max. 2)

Price too high
Poor quality of the service
Failure of the service to adapt to the company’s needs
Insufficient integration of the professional services 
required by the company 
Service not completed properly

13. When you choose which companies/professional firms/professionals 
will provide their services to your company, what are the two most impor-
tant criteria?

Excellence/exclusivity of the services offered 
Price of the services offered by the supplier 
Proximity of the service provider to your company
Adaptation of the service to the company’s particular needs 
Trust that the supplier will provide an effective service 
Other (specify)

14. What impact do the professional services (wherever they are pur-
chased) have on your company’s competitivity? 

very important
quite important
not very important
not at all important 

15. In order for your company to operate well/better, do you consider that 
you require services that are currently not available on the market?

Yes			N   o

15.a  If yes, which?

16. Specify
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In percentage terms, how much does the cost of the various professional 
services impinge on the company’s total costs (from the list made in ques-
tion 2 – general category types) 

Total 100%

17. What main methods do you use to establish the price of the profession-
al services that you buy? (max. 2 answers) 

Professional rate
Lump sum with discounts depending on the payment 
method (cash or instalments)
Lump sum for a service package
Lump sum on the basis of the result obtained

Annex: Professional Services

LEGAL SERVICES 
Consultancy regarding matters of Italian law
Consultancy regarding laws in other countries (for the internation-
alisation of production processes or companies) 
Transfers of chattels and real estate 
Legal representation in civil disputes 
Legal representation on tax matters 
Tax consultancy 
Liquidation procedures
Corporate management and organisation consultancy and other 
business advice services 
Consultancy and representation regarding patent law 
Other 
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ADMINISTRATIVE, ACCOUNTING AND MANAGEMENT 
SERVICES 
Auditing (obligatory/optional)
Consultancy and checks (review) for mergers, takeovers and asset 
contributions 
Consultancy services for company internationalisation 
Accounting services (not including tax returns) 
Tax returns
Tax consultancy and/or representation 
Consultancy on economic-financial management: financial planning, 
services linked to credit and financial and investment resources 
Services relating to setting up businesses, corporate organisation, 
business plans, reorganisation, retraining
Employment consultancy on the use of IT and electronic products 
Drafting corporate communication and marketing plans
Other business advice services
Patent law consultancy and representation 
Other 

EMPLOYMENT CONSULTANCY SERVICES
Management of the employment contract between the company 
and its employees (accounting, economic and legal aspects, insur-
ance, social security and social aspects)
Intermediation, seeking and selecting staff through the Fondazione 
Lavoro dell’Ordine
Corporate management, that is, analysis, start-up and production 
plans, tax and social security consultancy, bookkeeping, manage-
ment checks and costs analysis 
Court and party-appointed experts 
Health and safety at work certificate management 
Aid in tax disputes with tax authority commissions and offices
Corporate aid and representation in out-of-court disputes (set-
tlements and arbitration) deriving from employee and freelance 
contracts 
Corporate aid and representation in disputes with social security, 
insurance and employment institutions
Other 
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TAX ASSISTANCE CENTRES 
Keeping/conserving/checking accounts / Drawing up, compiling, 
sending tax returns and any additional tax requirements 

Bringing accounts into line with figures sent for industry studies 

Other

TECHNICAL ASSISTANCE CENTRES
Consultancy on economic-financial management: financial plan-
ning, services linked to loans and financial and investment 
resources 
Services relating to setting up businesses, corporate organisation, 
business plans, reorganisation, retraining
Assistance in accessing EU, national and regional funding 
Employment consultancy on the use of IT and electronic products
Drafting corporate communication and marketing plans
Human resources management and selection
Planning and promotion of business networks and franchises, pur-
chase groups, affiliation
Certificates regarding quality, consumer safety, environmental pro-
tection, work health and safety 

ARCHITECTURAL AND ENGINEERING SERVICES 
Preparation of plans (town planning, landscape, sector) at different 
territorial levels 
Building planning and restoration
Project management, tenders and contracts
Obtaining building permits 
Preparation of urban and local transformation projects and works
Works management
Technical checks and certificates, testing
Real estate estimates and surveys 
Assessment of the impact and effects of projects and/or plans and 
programmes 
Planning interiors and fittings 
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Topographic surveys, marking boundaries, land registry
Design
Advertising and communication graphics
Other 

CHEMICAL SERVICES
Chemical analysis of products and their validation
Planning, works management and testing of industrial plants 
Consultancy for implementing or improving company quality sys-
tems in connection with chemical aspects
Technical consultancy for the use of industrial chemical products 
Chemical and chemical-toxins checks for environmental and in-
dustrial security 
(checks as to the level of danger posed by inflammable, harmful, 
corrosive, irritant, toxic chemical substances contained or present 
in containers, reactors, containers for transportation, warehouses, 
production departments and in any living or work environments) 
Consultancy and opinions on fire prevention; obtaining certificates 
and relative authorisations 
Legal opinions relating to chemical analyses 
Other 

GEOLOGY SERVICES
Studies to check and/or assess environmental impact (EIA) and 
strategic environmental assessment (SEA); certification of geologi-
cal materials and analysis of physico-mechanical characteristics 
Geognostic and geophysical surveys; geological studies applied to 
constructions. Analysis, prevention and reduction of geological, 
hydrogeological, earthquake and environmental risks 
Finding, assessment and management of georesources, including 
water and geomaterials of industrial and trade interest 
Programming, planning, works management, testing and monitor-
ing geological and geotechnical operations 
Analysis and management of geological, hydrogeological and geo-
chemical aspects of pollution and resulting risks 



Business-Related Services Role in Driving Firms’ Competitiveness 123

Planning and management of works for the exploitation of water 
resources (wells, springs…) 
Planning specific territorial information systems and their 
implementation 
Execution of bureaucratic procedures relating to the management 
of georesources, water domain, town planning and building tools 
Other 

BIOLOGY SERVICES
Assessment of environmental impact in relation to biological fac-
tors. Assessment of environmental parameters (water, air, soil) in 
order to assess the integrity of natural ecosystems 
Identification and checks of goods of organic origin 
Checks and studies of activity, sterility, harm caused by insecticides, 
fungicides, antibiotics, vitamins, hormones, enzymes, serum, vac-
cines, medications in general, radioisotopes
Identification of pathogens (infective and pests) affecting man, ani-
mals and plants; identification of organisms harmful to foodstuffs, 
paper, wood, artistic heritage; indication of the means to combat 
problems 
Planning and management of works and plant inspection in con-
nection with biological factors; classification and biology of animals 
and plants 
Other 

ADVERTISING, COMMUNICATION AND SOCIAL RESEARCH 
SERVICES 
Include list of services from our questionnaire
Call centre operations
Market research
Advertising graphics
Advertising space hire
Other
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STAFF RECRUITMENT SERVICES
Include list of services from our questionnaire
Employment agencies
Other 

SECURITY SERVICES
Include list of services from our questionnaire 
Other

References

AGCM, Indagine Conoscitiva nel settore degli Ordini e Collegi professionali, 1997.
Akerlov G.A. 1970, The Market of Lemons: Quality Uncertainty and the Market 

Mechanism, «Quarterly Journal of Economics», 84, 3: 488-500.
Leland H.E. 1979, Quacks, Lemons, and Licensing: A Theory of Minimum Quality 

Standards, «Journal of Political Economy», 87, 6: 1328-1346.
Marchesi D. 2003, Litiganti, avvocati e magistrati, Bologna, Il Mulino.
Shaeked A., Sutton J. 1981, The Self-Regulating Professions, «Review of Economic 

Studies», 48: 217-234.
Shapiro C. 1983, Premiums for High Quality Products as Returns to Reputations, 

«The Quarterly Journal of Economics», 98, 4: 659-679.
Shapiro C. 1986, Investment Moral Hazard and Occupational Licensing, «Review of 

Economic Studies», 53: 843-862.



1

Energy Intensity as a Competitive Factor in 
the Industrial Sector: the Case of Italy2

1. Introduction

At present the world energy context is characterized by an increasing 
interdependence and uncertainty. Ever since the oil crisis of the 1970s the 
energy factor turned out to be an important dimension of international 
competitiveness. But, the series of events that in the last decade have com-
promised the stability of oil and gas markets (the oil bust after the Asian 
financial crisis in 1998, a series of strikes in Europe and Venezuela, the 9/11 
terrorist attack, the Iraq war, the rise of Asian demand, the hurricane in 
the Gulf of Mexico, which damaged oil and gas production and refining 
plants, the Russia/Ukraina gas dispute etc.), drove prices to particularly 
high levels and led policymakers to consider the energy problems even 
more seriously than before (World Energy Council 2006). 

On the other hand, the ultimate objective of the Kyoto Protocol, that is 
the prevention of irrecoverable environmental damages to the climate sys-
tem, commits the contracting parties to reduce greenhouse gas emissions 
by at least 5% from 1990 levels by the period 2008-2012: the consequent 
measures are going to impact deeply in the future energy scenario. 

In this international framework the countries which are more en-
ergy dependent are facing new challenges for their future economic 
competitiveness.

In the European Union, in particular, the energy dependency is rising 
(Eurostat 2006b): between 1995 and 2004 energy consumption in the EU25 

1 Dipartimento di Statistica «G. Parenti», viale Morgagni 59, 50134 Firenze, Italy, e-mail: buzz-
igoli@ds.unifi.it, viviani@ds.unifi.it.
2 Revised version of the paper «New Challenges in Competitive Analysis» presented at the 
63rd International Atlantic Economic Conferente (Madrid, 14-18 March 2007).

L. Buzzigoli
A. Viviani1

Alessandri Viviani (a cura di) Firms and System Competitiveness in Italy, 
ISBN 978-88-8453-935-9 (print) ISBN  978-88-6453-936-6  (online), © 2009 Firenze University Press
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rose by 11%, production fell by 2% and net imports rose by 29%. In 1995 
the energy dependence rate3 was 44%, while in 2005 was 56% and, accord-
ing to some scenarios, in the next 20 to 30 years it will amount to 70%. 

The recent EU Commission Green Paper (Commission of the European 
Communities 2006) underlines the deficiencies of European internal ener-
gy markets and opens the debate on a future common European Energy 
Policy. A recent contribution to the implementation of the actions outlined 
in the Green Paper is the Intelligent Energy-Europe Programme4 – which is 
part of the Competitiveness and Innovation Framework Programme (2007-
2013) of the EU – aiming at «supporting sustainable development in the 
field of energy by contributing to a number of the EU’s general policy ob-
jectives, notably the security and stability of energy supply, competitive-
ness and environmental protection». 

In Italy the situation is even more serious: the above mentioned ener-
gy dependence rate in 2005 figures up at 86.8% and, at the same time, the 
GDP growth rate in 2004 and 2005 has been well below the Eurozone aver-
age. The strategic role of energy policies for competitiveness is a recurrent 
theme in the political agenda and in the debate on economic issues. 

The paper aims at contributing to the analysis of interrelations between 
structural economic aspects and energy related issues in Italy in the more 
general context outlined above.

In order to make the subject less broad we need to establish some strict 
limits for our work: first of all we limit our analysis to energy intensity, a 
widespread indicator for monitoring energy use; secondly we will consid-
er only the industrial sector, therefore excluding sectors like transport that 
have a relevant importance in energy issues; finally, we will use energy 
intensity decomposition methods, that are well known in the specialised 
literature as tools to evidentiate a number of different factors that can be of 
help in explaining the shift in aggregate energy intensity.

The paper is structured as follows. Section two gives a brief overview 
on energy data and indicators. Section three synthetically describes the 
energy situation in Italy, with particular attention to the industrial sector. 
Then section four describes the most popular energy intensity decomposi-
tion methods which are successively applied to the Italian context followed 
by section five where these methods are successfully applied to the Italian 
context.  Finally, a brief concluding paragraph underlines the most relevant 
results and the possible developments.

3 The energy dependence rate is defined as net imports divided by gross consumption, ex-
pressed as a percentage. Gross consumption is equal to gross inland consumption plus the 
energy (oil) supplied to international marine bunkers. A negative dependency rate indicates 
a net exporter of energy. Values greater than 100% occur when net imports exceed gross con-
sumption. In this case, energy products are placed in stocks and not used in the year of im-
port. 
4 See <http://ec.europa.eu/energy/intelligent/index_en.html>.
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2. Statistical Sources and Indicators for Energy Studies 

The use of energy indicators, both at national and international level, 
considerably increased after the 1970s oil crisis, when it became clear that 
the analysis of energy trends and the monitoring of energy policies was es-
sential for assuring an increased efficiency in energy supply and consump-
tion and, at last, progress towards a sustainable development.

Energy use is influenced by a number of factors, both technical and eco-
nomic, both on the supply side (fuel prices, supplying sources) and on the 
demand side (consumption typology, economic structure, energy efficien-
cy etc.) in addition to socio-environmental aspects that can interact with it 
(climate, demography, lifestyle, pollution etc.). As a consequence, energy 
data are needed in both physical and economic terms.

Most of the studies usually analyze a set of different indicators includ-
ing (IEA 2004): activity measures, structural development measures and 
energy intensity ones, in order to consider a set of dimensions that can help 
in interpreting the reduction or the rise in energy use. The final purpose is 
often the evaluation of energy efficiency, that is the reduced energy use per 
unit of economic activity within a particular sector (e.g. industrial sector).

Although «no set of energy indicators can be final and definitive» (IAEA 
2005), numerous international agencies have active indicator programmes 
and set out definitions, guidelines and methods, always trying to develop 
a shared set of measurements. For instance, the entry «Energy statistics» in 
the Eurostat Metadata in SDDS format5 proposes a set of indicators that are 
recognised as important monitoring instruments.

In any case, their interpretation and usage should be handled carefully, 
especially when cross-country comparisons are made. First of all, because 
energy indicators are linked to economic, social and environmental issues 
and, therefore, the same measure may have different meanings in different 
countries with different development levels, economies, energy resources 
etc. (IAEA 2005). Secondly, because the indicators make use of a relevant 
amount of statistical information, the quality of this information deter-
mines the reliability of the corresponding indexes.

In fact, the situation of energy statistics is not good, and the quality of 
the data produced by national and international agencies suffers from a se-
ries of problems that does deserve a proper analysis (Garnier 2004). 

The main problem is that often energy statistics are not produced by 
national statistical offices and therefore they are not included in the frame 
of official statistics. This is a twofold problem: on the one hand the quality 
framework are often not satisfied; secondly, integration of energy statistics 
with other kinds of statistics which are strictly connected with them is not 
possible.

5 Available on the web page <http://europa.eu.int/estatref/info/sdds/en/nrg/nrg_indic_sm.htm>.
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Therefore it is important to coordinate the efforts of national statistical 
institutes to improve official energy statistics. Many international organi-
zations have energy statistics on their agenda. The Commission of the 
European Union has recently proposed a regulation on energy statistics 
with the primary aim of establishing a «common framework for the col-
lection and compilation of Community statistics on energy production, 
imports and exports, transformation and consumption». The proposed 
solution doesn’t need a new statistical domain, but introduces a legal ba-
sis to improve timeliness, methodological uniformity and comparability 
of the data that are already collected, in the framework of potentiated 
international cooperation (Commission of the European Communities 
2007). 

At a more general level (not only European) the Oslo Group, the UN 
City Group on Energy Statistics created in 2005, has the main objective of 
building a multipurpose and coherent system for official energy statistics 
to monitor the yearly supply and use of energy in a country, and to address 
all user needs (Secretariat of the Oslo Group 2006). 

The review of energy indicators could deserve a large digression. We 
will only refer to the indicator we are going to analyse in our application: 
energy intensity. This is one of the most popular energy indicators, used 
both for national analysis and for international comparison, measured as a 
ratio of energy inputs to GDP.

Aggregate energy intensity at time t is denoted as:

where Et is the total energy consumption and Yt is the total production.
At national level energy intensity measures energy consumption per 

unit of GDP (taken at constant prices), while at industrial level the produc-
tion is measured by means of value added.

Energy consumption is measured in units of oil equivalents. For in-
stance, very often the unit of measurement is the «tonne of oil equivalent» 
(toe) and its multiples (like the Mtoe, million of toes), which permit one 
to compare and aggregate different fuels, originally measured in differ-
ent units. Note that it should be regarded as a measure of energy content 
rather than a physical quantity. The conversion factors for each type of fuel 
used for the calculus are usually available in the publications reporting en-
ergy statistics (see, for Italy, ENEA 2005).

The aggregate variation in energy intensity can depend on:

•	 a higher technical efficiency (a lower consumption with the same pro-
duction or the same consumption with more production);

•	 a change in the structure of the economic system;
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•	 a growth of the value added (due to [a] above-mentioned condition or 
due to substitution effects between productive factors that are more 
«output oriented»).

The indicator can be built at various aggregation levels: it gives «a pic-
ture of the decoupling of energy use from GDP growth» (Eurostat 2006a).

3. The Situation in Italy

Italy is one of the world’s largest economies, but its domestic energy 
sources are very limited: therefore, as already said before, Italy suffers 
from a high energy dependence (EIA 2006), which is also increasing (fig-
ure 1).

Figure 1. Energetic dependence (%) for Italy, 1971-2004
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The informative basis to evaluate energy dependence is energy balanc-
es, which contain basic energy statistics expressed in common units in or-
der to permit the estimation of total energy supply, total energy demand 
for each different fuel and for the different economic sectors. International 
organization, such as OECD, produce standardized energy balance sheets 
for a great number of countries.

Two energy balances for Italy (years 2004 and 2005) are reported in ta-
ble 1, while the percentage differences are in table 2. 

In Italy the energy demand reached nearly 198 mtoes in 2005, the main 
part of which is imported. The 28% of the 146,591 mtoes for end use are 
employed in the industrial sector.

As far as the different energy sources are concerned, oil consumption is 
stable since 1970 and in the primary energy mix oil’s share has decreased, 
while gas’ share, together with consumption, has increased (figure 2). The 
national consumption distinguished by fuel type is in figure 3.
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Table 1. Italy’s energy balances: 2004 and 2005

Mtoes 2005
Solids Gas Oil Renewables Electricity Total

Production 0,629 9,959 6,111 12,732 29,431
Imports 16,57 60,605 108,374 0,78 11,058 197,387
Exports 0,196 0,327 28,904 0,001 0,244 29,672
Change in 
resevers -0,035 -0,932 0,337 0 -0,63

Availability 
for domestic 
consumption

17,038 71,169 85,244 13,511 10,814 197,776

Consumption 
and leakage in 
energy sector

-0,517 -0,835 -6,591 -0,086 -43,156 -51,185

Conversion into 
electricity -11,892 -25,284 -9,434 -11,598 58,208 0

Total end user 4,629 45,05 69,219 1,827 25,866 146,591
-Industry 4,432 16,97 7,495 0,265 11,899 41,061
-Trasportation 0,384 42,568 0,157 0,853 43,962
-civil use 0,008 26,525 6,625 1,252 12,653 47,063
-agricolture 0,171 2,617 0,153 0,461 3,402
-chemical 
synthesis 0,189 1 6,492 7,681

-bunkering 3,422 3,422

Mtoes 2004
Solids Gas Oil Renewables Electricity Total

Production 0,556 10,693 5,445 14,15 30,844
Imports 16,988 56,024 107,804 0,796 10,214 191,826
Exports 0,214 0,326 25,016 0,001 0,174 25,731
Change in 
resevers 0,248 -0,111 0,276 0 0,413

Availability 
for domestic 
consumption

17,082 66,502 87,957 14,945 10,04 196,526

Consumption 
and leakage in 
energy sector

-0,486 -0,817 -6,124 -0,075 -43,904 -51,406

Conversion into 
electricity -12,147 -22,386 -11,907 -12,833 59,273 0

Total end user 4,449 43,299 69,926 2,037 25,409 145,12
-Industry 4,315 17,329 7,61 0,276 11,864 41,394
-Trasportation 0,364 42,955 0,243 0,826 44,388
-civil use 0,009 24,472 6,597 1,353 12,273 44,704
-agricolture 0,14 2,616 0,165 0,446 3,367
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-chemical 
synthesis 0,125 0,994 6,755 0 7,874

-bunkering 3,393 3,393

Tab. 2. Italy’s energy balances: 2004 and 2005 (% changes)

Mtoes 2005-2004 Percent difference
Solids Gas Oil Renewables Electricity Total

Production 13,1% -6,9% 12,2% -10% -4,6%
Imports -2,5% 8,2% 0,5% -2% 8,3% 2,9%
Exports -8,4% 0,3% 15,5% 0% 40,2% 15,3%
Change in 
resevers
Availability 
for domestic 
consumption

-0,3% 7% -3,1% -9,6% 7,7% 0,6%

Consumption 
and leakage in 
energy sector

6,4% 2,2% 7,6% 14,7% -1,7%

Conversion into 
electricity -2,1% 12,9% -20,8% -9,6% -1,8%

Total end user 4% 4% -1% -10,3% 1,8% 1%
-Industry 2,7% -2,1% -1,5% -4% 0,3% -0,8%
-Trasportation 5,5% -0,9% -35,4% 3,3% -1%
-civil use -11,1% 8,4% 0,4% -7,5% 3,1% 5,3%
-agricolture 22,1% 0% -7,3% 3,4% 1%
-chemical 
synthesis 51,2% 0,6% -3,9% -2,5%

-bunkering 0,9% 0,9%

Figure 2. Energy consumption in Italy per fuel (mtoe) - 1971-2005
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Figure 3. Energy consumption in Italy per fuel: year 2005 (% values)
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Fig. 4. Industry energy final consumption in Italy: industry share vs other sectors 1971-2005 
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As far as the industrial sector is concerned, the share of industrial fi-
nal consumptions has slowly decreased during the last 34 years (figure 4), 
but at absolute level the industrial final consumptions for the various fuels 
have followed different trends (figure 5). 

Figure 6 shows the composition of the industrial aggregated consump-
tion and evidentiates the oil crisis in the 1970s, the industrial reorganiza-
tion of the 1980s and the economic crisis in 1992-1993.

These critical periods are visible also in figure 7, showing the industrial 
value added at constant prices (1995).

Fig. 4. Industry energy final consumption in Italy: industry share vs other sectors 1971-
2005
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Figure 5. Industry energy final consumption in Italy per fuel (mtoes): 1971-2005
Figure 5. Industry energy final consumption in Italy per fuel (mtoes): 1971-2005 
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Figure 7. Italian industry value added (billions of Euro-Lire; prices 1995)
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4. Decomposition Methods 

The use of index decomposition methods to investigate industrial en-
ergy demand dates back to the seventies, but these kinds of studies have 
experienced a renewed interest in more recent years as energy issues be-
came more and more relevant.

Decomposing energy indicators at aggregate level is a method to detect 
single contributions of different factors. 

The literature on the subject presents both methodological contribu-
tions and empirical ones.

From the methodological point of view several reviews are available 
which analyze the characteristics of the various methods (Ang, Zhang 
2000; Ang 2004; Liu 2005; Ang, Liu 2007), highlighting advantages and dis-
advantages for each of them. Some papers refer to the price index meth-
odological framework and transfer many typical results of this formulation 
into energy analysis.

Historically, the first methods are based on formulation à la Laspeyres, 
very easy and comprehensible, but in the 90s new methods came into use 
that tried to solve the shortcomings of the previous ones.

From the empirical point of view these methodologies have been used 
to fulfill a series of informative objectives: energy trends tracking, monitor-
ing the assessment of predefined efficiency targets, energy demand analy-
sis etc.
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In section two we already defined aggregate energy intensity as:

The sectoral energy intensity for the generic i-th sector is:

where Ei,t is the energy consumption of sector i and Yi,t is its industrial 
production.

Therefore the production share of sector i is defined as:

The aggregate intensity can be expressed by means of sectoral intensity 
and product mix:

Decomposition methods separate aggregate energy intensity into a 
structural effect and an intensity effect. The first one depends on the com-
position of industrial activity, while the second one is due to the different 
sectoral energy intensities. Therefore this kind of analysis can be of help in 
evaluating whether a change in aggregate energy intensity can be imputed 
to a real shift in energy intensity of the various industrial sectors or is it due 
to a structural change in activity composition.

Aggregate energy intensity decomposition derives from the compari-
son of energy intensity in two distinct periods, T and 0, and can be devel-
oped in additive or in multiplicative form.

The additive form estimates the aggregate industrial energy intensity 
change DITOT:
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while the moltiplicative form estimates the aggregate industrial energy 
intensity index DTOT:

In any case it is possible to highlight the structural effect (DISTR and DSTR) 
and the intensity effect

(DIINT and DINT )

In the following we will refer only to the multiplicative form.
When the identity is perfectly satisfied we say that there is perfect de-

composition. Unfortunately, some of the proposed methods do not guar-
antee this result and generate an unexplained residual term, which can 
seriously disturb the analysis. In this case we have:

and DRSD indicates the effect of the residual term.
Among the numerous proposals for the decomposition we chose the 

methodological frame by Liu and Ang (2003), who introduce a general 
classification of methods into two groups – Group 1 and Group 2 – on the 
basis of their properties. 

The first group includes Laspeyres/Paasche indexes, often reported in 
empirical applications; they do not produce perfect decomposition and 
therefore table 3 includes a column specifying the expression for residuals. 

The second group includes indices that adopt the concept of Divisia in-
tegral index and are quite different from the indices in Group 1. They are 
specified in table 4.

Table 3. Formulae for Group 1 methods

Method DSTR DINT DRSD

Laspeyres

Paasche

 
INTSTRTTOT IIIII Δ+Δ=−=Δ 0  

 
 

INTSTR
T

TOT DD
I
ID ⋅==
0

 

 
 
 

RSDINTSTR
T

TOT DDD
I
ID ⋅⋅==
0

 

 
 
 
Table 3. Formulae for Group 1 methods 
 
Method DSTR DINT DRSD 
 
Laspeyres DSTR =

Si,T ⋅ I i,0
i
∑

Si,0 ⋅ I i,0
i
∑

 ∑

∑
⋅

⋅
=

i
ii

i
Tii

INT IS

IS
D

0,0,

,0,

 INTSTR

TOT
RSD DD

DD
⋅

=  

Paasche 
 

∑

∑
⋅

⋅
=

i
Tii

i
TiTi

STR IS

IS
D

,0,

,,

 
∑

∑
⋅

⋅
=

i
iTi

i
TiTi

INT IS

IS
D

0,,

,,

 INTSTR

TOT
RSD DD

DD
⋅

=  

 
Table 4. Formule for Group 2 methods 
 
Generic 
formula 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⋅= ∑

i i

Ti
iSTR S

S
wD

0,

,lnexp  
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⋅= ∑

i i

Ti
iINT I

I
wD

0,

,lnexp  

Törnquist 
weights 
 

2/
0

0,,
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+=
E
E

E
E

w i

T

Ti
i  

Vartia I 
weights 

( )0
0

0,,

,

,

IIL
Y
E

Y
E

L
w

t

i

T

Ti

i

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

=  

Sato-Vartia 
weights 

∑ ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

=

i

i

T

Ti

i

T

Ti

i

E
E

E
E

L

E
E

E
E

L
w

0

0,,

0

0,,

,

,
 

 
 

( )

y
x
xyyxL

ln
, −

=  

 

 
INTSTRTTOT IIIII Δ+Δ=−=Δ 0  

 
 

INTSTR
T

TOT DD
I
ID ⋅==
0

 

 
 
 

RSDINTSTR
T

TOT DDD
I
ID ⋅⋅==
0

 

 
 
 
Table 3. Formulae for Group 1 methods 
 
Method DSTR DINT DRSD 
 
Laspeyres DSTR =

Si,T ⋅ I i,0
i
∑

Si,0 ⋅ I i,0
i
∑

 ∑

∑
⋅

⋅
=

i
ii

i
Tii

INT IS

IS
D

0,0,

,0,

 INTSTR

TOT
RSD DD

DD
⋅

=  

Paasche 
 

∑

∑
⋅

⋅
=

i
Tii

i
TiTi

STR IS

IS
D

,0,

,,

 
∑

∑
⋅

⋅
=

i
iTi

i
TiTi

INT IS

IS
D

0,,

,,

 INTSTR

TOT
RSD DD

DD
⋅

=  

 
Table 4. Formule for Group 2 methods 
 
Generic 
formula 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⋅= ∑

i i

Ti
iSTR S

S
wD

0,

,lnexp  
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⋅= ∑

i i

Ti
iINT I

I
wD

0,

,lnexp  

Törnquist 
weights 
 

2/
0

0,,
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+=
E
E

E
E

w i

T

Ti
i  

Vartia I 
weights 

( )0
0

0,,

,

,

IIL
Y
E

Y
E

L
w

t

i

T

Ti

i

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

=  

Sato-Vartia 
weights 

∑ ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

=

i

i

T

Ti

i

T

Ti

i

E
E

E
E

L

E
E

E
E

L
w

0

0,,

0

0,,

,

,
 

 
 

( )

y
x
xyyxL

ln
, −

=  

 

 
INTSTRTTOT IIIII Δ+Δ=−=Δ 0  

 
 

INTSTR
T

TOT DD
I
ID ⋅==
0

 

 
 
 

RSDINTSTR
T

TOT DDD
I
ID ⋅⋅==
0

 

 
 
 
Table 3. Formulae for Group 1 methods 
 
Method DSTR DINT DRSD 
 
Laspeyres DSTR =

Si,T ⋅ I i,0
i
∑

Si,0 ⋅ I i,0
i
∑

 ∑

∑
⋅

⋅
=

i
ii

i
Tii

INT IS

IS
D

0,0,

,0,

 INTSTR

TOT
RSD DD

DD
⋅

=  

Paasche 
 

∑

∑
⋅

⋅
=

i
Tii

i
TiTi

STR IS

IS
D

,0,

,,

 
∑

∑
⋅

⋅
=

i
iTi

i
TiTi

INT IS

IS
D

0,,

,,

 INTSTR

TOT
RSD DD

DD
⋅

=  

 
Table 4. Formule for Group 2 methods 
 
Generic 
formula 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⋅= ∑

i i

Ti
iSTR S

S
wD

0,

,lnexp  
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⋅= ∑

i i

Ti
iINT I

I
wD

0,

,lnexp  

Törnquist 
weights 
 

2/
0

0,,
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+=
E
E

E
E

w i

T

Ti
i  

Vartia I 
weights 

( )0
0

0,,

,

,

IIL
Y
E

Y
E

L
w

t

i

T

Ti

i

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

=  

Sato-Vartia 
weights 

∑ ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

=

i

i

T

Ti

i

T

Ti

i

E
E

E
E

L

E
E

E
E

L
w

0

0,,

0

0,,

,

,
 

 
 

( )

y
x
xyyxL

ln
, −

=  

 

 
INTSTRTTOT IIIII Δ+Δ=−=Δ 0  

 
 

INTSTR
T

TOT DD
I
ID ⋅==
0

 

 
 
 

RSDINTSTR
T

TOT DDD
I
ID ⋅⋅==
0

 

 
 
 
Table 3. Formulae for Group 1 methods 
 
Method DSTR DINT DRSD 
 
Laspeyres DSTR =

Si,T ⋅ I i,0
i
∑

Si,0 ⋅ I i,0
i
∑

 ∑

∑
⋅

⋅
=

i
ii

i
Tii

INT IS

IS
D

0,0,

,0,

 INTSTR

TOT
RSD DD

DD
⋅

=  

Paasche 
 

∑

∑
⋅

⋅
=

i
Tii

i
TiTi

STR IS

IS
D

,0,

,,

 
∑

∑
⋅

⋅
=

i
iTi

i
TiTi

INT IS

IS
D

0,,

,,

 INTSTR

TOT
RSD DD

DD
⋅

=  

 
Table 4. Formule for Group 2 methods 
 
Generic 
formula 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⋅= ∑

i i

Ti
iSTR S

S
wD

0,

,lnexp  
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⋅= ∑

i i

Ti
iINT I

I
wD

0,

,lnexp  

Törnquist 
weights 
 

2/
0

0,,
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+=
E
E

E
E

w i

T

Ti
i  

Vartia I 
weights 

( )0
0

0,,

,

,

IIL
Y
E

Y
E

L
w

t

i

T

Ti

i

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

=  

Sato-Vartia 
weights 

∑ ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

=

i

i

T

Ti

i

T

Ti

i

E
E

E
E

L

E
E

E
E

L
w

0

0,,

0

0,,

,

,
 

 
 

( )

y
x
xyyxL

ln
, −

=  

 



Energy Intensity as a Competitive Factor in the Industrial Sector 137

Table 4. Formule for Group 2 methods
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current period value shares as weights, and Vartia I and Sato-Vartia, which 
make use of the logarithmic mean L(·) of positive numbers defined as:
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 The Törnquist index is very popular in the literature, but suffers from 
two important disadvantages: it cannot be applied directly to data sets 
with zero values and it doesn’t guarantee perfect decomposition.

On the contrary, both Vartia I and Sato Vartia produce perfect 
decomposition.

The choice of a synthetic Divisia index for the analysis of economic ag-
gregates is justified on the basis of two considerations: first of all, it satisfies 
numerous formal properties; secondly, this index is consistent with an evo-
lutionary law which gets its main informative content from the economic 
point of view. In fact, this index is derived from a particular aggregation 
function which is a second order approximation of numerous differentia-
ble aggregation functions and, in particular, of homogenous functions like 
the translog (Caves, Christensen, Diewert 1982).

In economic terms, when we hypothesize a particular production 
function or cost function for the economic phenomenon under study, this 
is the functional form that permits the more general formulations of re-
turns of scale and elasticity substitution. Therefore, the Divisia formula-
tion permits a more general approach when compared to Laspeyres (or 
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Paasche), which are coherent with more limited (economic and aggrega-
tional) hypothesis.

5. An Application to Italian Data

Although there are many empirical applications of decomposition 
methods, the analysis of the Italian situation is often included in more com-
prehensive studies, not specifically interested in the Italian context, and 
often referring to short periods.

Our aim is to consider the dynamics of energy intensity for the indus-
trial sector in Italy for the time span 1971-2005, in order to distinguish the 
effect of the structural and the intensity component.

The sources of energy data in Italy are the Ministry for the Economic 
Development (Ministero per le attività produttive 2000, 2001, 2002, 2003, 
2004, 2005) and ENEA, the Italian National Agency for New Technologies, 
Energy and the Environment (ENEA 2000, 2001, 2005). 

The activity in the industrial sector is measured by means of value add-
ed at 1995 constant prices, taken from Istat publications. 

A practical problem arose from the different classification of the eco-
nomic activities used in the energy reports and in Istat publications. 
Another problem was due to some inconsistencies in the data which prob-
ably deserve a closer inspection.

The graph of the aggregate energy intensity for industry (figure 8) 
clearly shows the remarkable decline soon after the 70s and the following 
stabilization, with only a weak increase in the last three years.

The change, over 30%, has a moderate significance, because it is simply 
the result of a change in value added of 71.5% and a correspondent less im-
portant growth in energy consumption.

As already shown in section two, there are some characteristic periods 
in the time series of the two aggregates: the oil crisis in the 70s and, in 
particular, the industrial reorganization in the second half of the 80s, after 
which the intensity variations seem moderate.

The sectoral intensities are very dissimilar: in order to facilitate the com-
parison we report them in figures 9-11, always together with the pattern of 
the aggregate intensity. We use a logarithmic scale on the Y-axis because 
the intensity values are low in some sectors and much higher in others. 
Therefore, the differences on the Y-scale are approximations of the relative 
differences on the original values. 

A possible interpretation of the different observed patterns is that there 
is an industrial group that has an energetic intensity dynamic which con-
verges to the average and it represents the typical activities of the Italian 
industrial system (textiles, paper, machinery, food and agriculture). 
Moreover, these industries should have reached an «energy saving» level 
of activity.
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Figure 8. energy intensity in Italian industry (Toes/1000 €): 1971-2004
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Figure 9. Sectoral energy intensities vs aggregate energy intensity (log scale): 1971-2004 
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We decomposed these aggregated values with the indexes specified in 

Table 3 and 4, but Laspeyres and Paasche showed high residuals and there-
fore we present only the results for Divisia type indexes, in particular for 
the Sato-Vartia specification, which is also the most informative index.

We applied the index with different basis: 1971, 1991 and 1995, in order 
to refer to time periods that have a particular economic meaning.

The 1971 basis permits one to highlight the effects of the first oil crisis 
(1973-1974) and the complete historical pattern of energy intensity evolu-
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tion. To look at the problem from a medium/short period point of view, we 
choose 1991 and 1995 basis for two relevant statistical events: the adoption, 
respectively, of the new ATECO91 classification and of SEC95 frame.

Figure 10. Sectoral energy intensities vs aggregate energy intensity (log scale)
Figure 10. Sectoral energy intensities vs aggregate energy intensity (log scale) 
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Figure 12. Sato-Vartia (1971=1)Figure 12. Sato-Vartia (1971=1) 
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Figure 13. Sato-Vartia (1991=1) 
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The dynamic of the industrial energy intensity and of the two compo-
nents (structural and intensity) from 1971 to 2004 with basis 1971 (figure 
12) has some important features. 

First of all, the total energy intensity index shows a decreasing pattern 
and in the last period is quite constant. The other two patterns initially di-
verge, but also tend toward a stationary level.

The intensity component is always under the general index: this means 
that the drop in energy intensity – the productive structure being equal to 
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the one in 1971 – would have been even stronger: actually there were some 
relevant modifications in the productive structure – beginning from the 
second half of the 80s – that have stabilized the indicator. This situation is 
easily traced back to the heavy reorganization of the manufacturing system 
that occurred in that period.

In fact, the structural component is always well above the general in-
dex: it shows that the value of the index would have been higher than one, 
the sectoral intensity being equal to the one in 1971.

Again, when the basis is moved to 1991 (figure 13) the three patterns 
reflect the same disposition: the general index is intermediate between the 
structural component and the intensity one, but the last ones converge.

Finally, when the basis is the year 1995 the situation is completely dif-
ferent: from 1999 onwards all the indeces are greater than one, but now the 
general index is always greater than its components.

6. Conclusions

The aim of this work was that of considering the dynamic of energy in-
tensity monitored in time, catching the interaction between the economic 
dynamic, summarized by the value addeds, and the employement of ener-
getic resources, interpreted as a complex productive factor, integrated with 
the direct costs of the production process.

A general consideration refers to the comparison with other analyses on 
the energetic consumption of the Italian industrial sector which highlight 

Figure 14. Sato-Vartia (1995=1)
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that Italy has a satisfying general level of energetic intensity because the 
productive mix has a moderate energy intensity. In other words, the final 
aim (energy efficiency) would be mainly due to the productive structure 
effect than to an adequate technology.

In our case, in the period 1991-2004 we notice moderate variations in the 
general index (less than 5% during the period): the analysis shows that for 
Italian industry there are limited increments due to a non energy-intensive 
activities structure.

It is obvious that the context we considered doesn’t highlight directly 
a number of factors that surely influence the phenomenon under study: 
for instance, the relative prices of energetic products, the comparison 
with other price dynamics (labor) and cost dynamics (financial and capi-
tal services).
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