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Introduction

The aim of this thesis consists in the study and modification of complex photonic nano-structures. Nowa-

days, propagation of light in such materials is a rich and fascinating area of research, both for its funda-

mental implications and for its practical technological impact. To deeply investigate light propagation

inside these structures a high spatial resolution technique is required, especially because intriguing effects

often occur on length scales comparable with the diffraction-limit or involve coupling phenomena on this

length scale. For this reason in this thesis a Scanning Near-field Optical Microscope (SNOM) represents

one the most straightforward tool to combine the spectroscopic information with a resolution beyond the

diffraction limit.

Near-field probing of light in complex photonic structures

The term complex dielectrics refers to dielectric structures with a refractive index variation comparable

to the wavelength of light used to investigate them. Consequently, such structures strongly scatter light.

Light scattering occurs due to the refractive index contrast between the scattering elements that differs

from the index of the surrounding medium.

In order to realize a complex dielectric material one can assemble different scattering elements, and, in

this thesis, two particular building blocks will be used: an air hole surrounded by a high-refractive index

medium (in the case of two dimensional system) and a high refractive index microsphere in air (in the

case of three dimensional system). Moreover, as it is shown in Figure 1, these elements can be differently

assembled. In particular, a fully ordered assembly can be found for example, in the chapters 2, 3, while

a completely disordered packing is reported in chapter 5. Of course, by gradually introducing disorder

in perfect ordered structures also intermediate situation can be fund, and in the chapter 1 an intriguing

example of this peculiar situation is discussed. Even though the same scattering elements with the same

single scattering properties are used as building blocks of the materials, their cumulative behavior after

assembly will depend on the way the building blocks are packed together.

In figure 1 the two possible packings for a collection of air cylinders in a dielectric medium and dielectric

spheres in air are schematized. If the holes/spheres are periodically packed according to a crystal-like

structure, then, once illuminated by light, the interference will be constructive only on certain defined

directions, giving rise to Bragg refractions and reflections. These particular structures are usually called

Photonic Crystals. While in the disordered case the light waves will perform a random walk from one

hole/sphere to the other. In this configuration the interference effects become more complicates but

they however turn out to be peculiar in such structures.

In order to study these material an high spatial resolution technique is necessary. Near-field Optical
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viii Probing and modification of complex photonic structures

Figure 1: Ordered and disordered photonic structures derived from the same building block. In the two dimen-

sional case the building block is a air cylinder embedded in a dielectric medium, for the three dimensional case is

an high refractive index sphere in air.

Microscopy offers a resolution that is smaller with respect the dimension of the building blocks that

constitute the studied material and moreover permits to combine this spectroscopic information to the

morphology of the sample.

Outline of this thesis

In this thesis different photonic crystal structures will be analyzed by using a SNOM: from photonic

crystal structures to completely random samples passing the intermediated situations where the role

of structural disorder in perfect periodic structures where transport of light goes beyond the standard

description in terms of Bloch Waves. The work is organized as follows:

• Chapter 1 is a syntectic introduction of the main concepts that are necessary to understand the

thesis. In the first part of the chapter a brief introduction of photonic crystal and multiple scatter-

ing of light will be proposed, while in the second part some basic concept on near-field microscopy

will be provided.

• Chapter 2 proposes two new methods to spectrally tune the resonances of two dimensional pho-

tonic crystal nano-cavities via the introduction of an illuminating sub wavelength size glass tip.

Using a scanning near-field optical microscope the direct measurement of the density of states as-

sociated to the resonances of the nano-cavities is obtained. These results open new and intriguing

prospectives in the use of this particular techniques for studying and modify photonic structures.

At the end of the chapter polarization-resolved measurements of photonic crystal cavities will be

shown to demonstrate that it is possible to obtain no-diffraction limited map of the electric field

components.

• Chapter 3 introduces a method to obtain re-writable photonic structures by infiltrating the pores
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Introduction ix

of two dimensional photonic crystals with liquid suspensions. This method is then exploited to

realize both passive and active components inside 2D photonic crystal platforms.

• Chapter 4 investigates the properties of a three dimensional photonic crystal with a certain degree

of disorder. By studying this system with a phase-sensitive scanning near-field optical microscope

a quantitative characterization of the light propagation inside the sample is obtained. The statis-

tical property of the phase singularity assures that the presence of disorder in such system is not

negligible.

• Chapter 5 investigates the properties of a two dimensional random structure. By analyzing the

spectral behavior of photoluminescent sources embedded in the photonic structures, Anderson

localization in a two dimensional system is demonstrated.
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Chapter 1

Perfect ordered and completely disordered

structures

In this chapter the basic concept regarding photonic crystal structures and completely random structures

are introduced. An intuitive explanation of the mechanisms that regulate the behavior of light in photonic

crystal is provided. The case of two and three dimensional structures will be particularly considered. In the

second part of this introductive chapter the light behavior in multiple scattering regime is discussed and

the limits of the diffusion equation are shown.

1.1. Photonic Crystals

Photonic crystals are materials characterized by a periodical modulation of the refractive index of the

same order of magnitude of the wavelength used to investigate them [1, 2]. The perfect arrangement of

the materials that constituted that structures produces, due to multiple internal reflections and refrac-

tions, interference phenomena that mould the light propagation in their inside.

Depending on the modulation, if it is along one, two or three dimensions of the space, one, two or three-

dimensional photonic crystals can be created. See figure 1.1. In a 1-dimensional crystal, when the period

corresponds to half of the wavelength of light in the medium, Bragg reflection [3] will occur. The incident

light along the periodicity direction will be reflected back with nearly 100% efficiency.

Also in the case of two and three dimensional structures, if the refractive index contrast is big enough and

the absorption is negligible, the scattering at the dielectric interface can cause the formation of frequency

regions where the propagation of light is inhibited for some particular directions. These frequency re-

gions are called Photonic Band Gaps (PBG) in analogy with respect to the electronic band gap which

is responsible of the electrons behavior in semiconductors [4]. Also in the case of photonic crystal the

Bloch formalism [5] can be applied due to the periodicity of the dielectric constant. Even thought the be-

havior of electrons in semiconductors is different with respect the light propagation in photonic crystals,

from the theoretical point of view there are some analogies between photons in photonic crystals and

electrons in semiconductors if one considers the periodicity induced by the periodical modulation of the

refractive index as the periodical modulation of the electric potential due to the atomic lattice [6, 7].

1
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2 Probing and modification of complex photonic structures

Figure 1.1: Schematic representation of three types of photonic crystals. From left to right: a multi-layer stack of

materials, a periodic stacking of pillars and a cubic lattice of cubes. In the figure a define the lattice constant of the

photonic crystal. The two different colors represent material with different refractive index.

For visible and near-infrared light, the lattice period of a photonic crystal must therefore be of the order

of few hundred nanometers. Nowadays, due to the enormous progress in lithographic techniques, fab-

rication resolutions down to tens of nanometers are attainable, allowing the manufacturing of photonic

crystals with very high quality [8].

By introducing a defect in the periodicity it is possible to obtain a state inside PBG region. The light asso-

ciated to this state is spatially confined in correspondence of the defect due to PBG effect, consequently

the defect can be exploited for example as a nano-cavity. By engineering the property of the defect one

can modify the behavior of the cavity. The typical modal volume of such cavities (V) can be of the order

of a cubic wavelength. Consequently when the cavity quality factor Q =ω/∆ω becomes sufficiently large,

the emission coupled to the cavity mode can be significantly enhanced by a factor of Qλ3/V through the

Purcell effect [9]. The ability to modify how and if light can propagate through a material leads to a way to

control how embedded sources can emit light. Modifying emission using photonic crystals has already

been demonstrated to enhance or reduce emission rates [10, 11, 12, 13, 14] and can drastically improve

efficiency of light emitting diodes [12, 15]

These considerations directly explain the importance of photonic crystals: by engineering their band

diagram and consequently the Density Of State (DOS) one can manipulate light in their insight.

1.1.1. Bloch waves and Density of States

In order to better understand the reasons why photonic crystals can mold the flow of light, it is con-

venient to introduce the concept of DOS and to describe the propagation of light through the easiest

example: a one-dimensional photonic crystal [16].

Due to the discrete translational symmetry, the propagation of light is governed by Bloch theorem [4],

which states that the amplitude of the light propagating in such materials must conform to the imposed

periodicity,

Ψk (y)= uk (y)exp(i k y), (1.1)

where uk (y) = uk (y + a). The Bloch wave Ψk (y), with a wavevector k , has a periodic amplitude modu-

lation in space uk (y), which coincides with the lattice period a. In order to satisfy the equation 1.1 any

Silvia Vignolini2



Perfect ordered and completely disordered structures 3

Figure 1.2: (a) Dispersion relation of a homogeneous medium indicated by the black line. The Bloch harmonics of

a superimposed artificial periodicity (homogeneous medium) are indicated by the grey lines. (b) In case there is a

periodic modulation of the refractive index, avoided crossings appear at the Brillouin zone edges (vertical dashed

lines) and mode gaps appear.

Bloch wave can be written as:

Ψk (y) =Σm am exp(i (k +m
2π

a
)y), (1.2)

where m ∈ Z. These plane waves, indexed with m, are called Bloch harmonics. The wavevector of each

harmonic is spaced one reciprocal lattice vector (2π/a) apart. The Bloch wave generally has one dom-

inant harmonic called fundamental. The additional harmonics introduce a spatial beating which co-

incides with the periodic lattice. This spatial beating is of course the amplitude modulation uk (y) in

equation 1.1.

The optical properties of a material are described by the dispersion relation, which relates wavevector

and optical frequency of a wave. The dispersion relation of the first few Bloch modes is schematically de-

picted in figures 1.2. In particular, figure 1.2(a) shows the dispersion relation of a homogeneous medium

(with a refractive index n), without any modulation of the refractive index. In this case the relation be-

tween the frequency ν and the wavelength λ of light is simply given by

v =λν (1.3)

where v is the phase velocity v = c/n (c is the speed of light). Consequently the dispersion relation is

a straight curve that starts from zero and has a slope given by the phase velocity (black curve in figure

1.2(a)):

ω= ck/n. (1.4)

Perfect ordered and completely disordered structures 3



4 Probing and modification of complex photonic structures

Note that the slope of the dispersion relation also determines the direction of propagation. Both the

forward and backward propagating waves are depicted in figure 1.2. Waves in a homogenous medium

can be considered a special class of Bloch waves without a spatial modulation uk (y). The harmonics (in

grey) all having m �= 0 in equation 1.2 have zero amplitude.

When a refractive index contrast is present, the dispersion relation has avoided crossings at the edges of

the Brillouin zones, resulting in the dispersion relation shown in figure 1.2(b). These edges are indicated

by the vertical dotted lines. Where the avoided crossings occur, a range of optical frequencies has no

modes. No states exist for these frequencies and consequently the DOS for this range of frequencies

has to be zero. At the frequency indicated by the horizontal line, a photonic eigenstate is found, which

means a propagating wave exists and DOS �= 0. The Bloch wave excited at this frequency is composed

of multiple wavevectors as is indicated by the red encircled intersections, as well as the wavevectors of

the harmonics outside the plotted range. All modes allowed in a periodic medium have harmonics in all

Brillouin zones, including one harmonic in the first Brillouin zone. In a one-dimensional representation,

this zone is between k = −π/a and k = π/a. A dispersion relation in which only the wavevectors in the

first irreducible Brillouin zone are described, therefore includes all the modes allowed in the structure.

By unfolding the dispersion relation of the first irreducible Brillouin zone into the adjacent zones, the

full dispersion relation as is depicted in figure 1.2(b)is obtained. The wavevectors in such a dispersion

relation are usually depicted in normalized units of 2π/a and the frequency has normalized units of

2πc/a.

1.1.2. 3D Photonic Crystals

To completely control the light behavior using Photonic Crystals, three dimensional structures are re-

quired. The first example of a complete photonic band gap material was reported by Yablonovitch et al.

in 1991 [17]. This particular structure presents a PBG in the microwaves range, in fact the lattice con-

stant in this particular structure was a = 1cm. That parameter, in fact, determines the wavelength range

in which destructive interference gives rise to the PBG of the photonic crystal. In order to work in the

telecom and visible region one requires structures with a nanometric-scale modulation of the refractive

index and consequently one requires sophisticated techniques to obtain such modulation. However,

in the last two decades, also for this frequency region, a rich variety of photonic crystal structures and

devices were proposed and fabricated [18, 19, 20, 21].

Also from the theoretical point of view in the last ten years several simulation methods were developed

(also freely available online [22, 23]), that permit to solve Maxwell equations and to predict how an elec-

tromagnetic wave propagates through a photonic crystal and to calculate the density of states and the

band diagram of these structures. An example of a band diagram and DOS for a three-dimensional pho-

tonic crystal is depicted in figure 1.3. In particular in figure 1.3(a) the band diagram is shown, where

the normalized frequency is plotted in function of the k vectors of the first Brillouin zone (the symmetry

points are reported, not the values of k), for an ordered structure having a FCC lattice [7, 4]. Such struc-

ture shows a complete photonic band gap around 0.8 in normalized units ( that corresponds to 1.5µm

if a = 1.2µm), which means that in this wavelength range the light with any k vector can not propagate

inside the sample and it is necessary reflected back. In figure 1.3(b) the DOS versus the normalized fre-

quency is shown for the same sample. The two red zones in the figure highlight the frequency region of

the photonic band gap (around at ωa/2πc = 0.8) and of the main pseudo-gap (centered ωa/2πc = 0.5)

for the band diagram and for the DOS. The pseudo-gap is a range of frequencies where the propagation
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Perfect ordered and completely disordered structures 5

Figure 1.3: (a) Band diagram for a three-dimensional photonic crystal with an inverted FCC structure. The band

gap opens around ωa/2πc = 0.8 and a main stop band is present around ωa/2πc = 0.5. (b) DOS of the same system

presented in (a). Note that DOS = 0 in the band gap. The behavior is very different from the parabolic one in free

space of equation 1.4. Inset (I) schematic representation of the Brilluin zone associated to the structures. Inset (II)

schematic representation of the structure.

of light is forbidden in the structure for only some k vectors. The DOS is zero in the photonic band gap,

and very low in the pseudo gap.

Even if fabrication breakthroughs drastically improved the performances of three dimensional photonic

crystals, there are still some unsolved problems in the development of such structures. The most com-

mon typologies of three dimensional photonic crystal are layer-by-layer deposited structures and self

assembly ones. The first typology is time consuming and expensive, because it consists of layer-by-layer

deposition of dielectric materials. Moreover, in this technique it is difficult to grow a sufficient number

of layers to obtain the full photonic gap, because the layers exhibit misalignment [24].

On the counterpart the self assembly techniques is really cheap. This method takes place owing to the

aggregation of nano-particles, which, after being driven to the growing surface by gravity, relax to the

minimum potential energy. The result is the creation of structures with a stochastic mixture of face-

centred-cubic and hexagonal close packed ordering [25]. Also in this case it is not possible to achieve big

structures, in fact, only few layers of sample can be grown without introducing a significant amount of

disorder. This disorder is principally induced by the spheres surface roughness and their polydispersity.

(If R is the mean radius of the spheres and the deviation for each sphere from this mean value is ∆R .

∆R/R is defined as the polydispersity).

The most common structures obtained with the self assembly technique are photonic crystal direct opals

[26] and the materials that are used for opal assembly are silica and polymers, in particular polystyrene

and polymethyl methacrylate [27]. However the more interesting structures are the inverse opals be-

cause they usually present larger band gap with respect to the direct case. Inverse means that instead

having of spheres of dielectrics and air between the voids, one has dielectrics in the voids and air spheres.

See Inset (II) in figure 1.3. Inverse structures are also relatively easy to obtain, it is necessary to infiltrate

the direct one with another dielectric material and remove the constituent of the spheres in a chemical

way [18, 19].

Perfect ordered and completely disordered structures 5



6 Probing and modification of complex photonic structures

Figure 1.4: Band diagram for a two dimensional photonic crystal slab consisting of an hexagonal lattice of air

pores in a Silicon core (r adi uspor e /a = 0.48). The band gap opens around ωa/2πc = 0.45. Inset (I) schematic

representation of the Brilluin zone associated to the structures. Inset (II) is a schematic representation of the

structure.

Figure 1.5: Band diagram for a two dimensional photonic crystal slab consisting of a hexagonal lattice of air pores

in a Silicon core with a single defect (r adi uspor e /a = 0.48). The presence of the defect give rise to a state in the

PBG. Inset (I), schematic representation of the structure.

1.1.3. 2D Photonic Crystals on membrane: devices

Another alternative way to manipulate light in three dimensions using 2D structures consists in fabricat-

ing 2D-photonic crystals on a slab, as depicted in the inset of figure 1.4. These slab structures consist of

a 2D photonic crystal (core) surrounded by two layers of lower effective refractive index (usually air) that

provide an index guiding by total internal reflection in the direction normal to the plane of the crystal.

In this way it is possible to reduce the need for a periodicity in the third dimension [10, 28].

Two dimensional photonic crystals on slab can be fabricated with a very high accuracy with e-beam or

optical lithography [29, 30, 31]. The crystal slab consists of a thin film with a high refractive index, usually

silicon or gallium arsenide, in which a periodic array of air holes is etched. In figure 1.4 the calculated

band diagram for a thin Silicon slab with air pores ordered in a hexagonal lattice is reported. Modes

above the light line (grey region) can couple with air states and are not confined in the slab. However,

also in this case it exists a range of frequency where the light is confined in the slab and the propagation

in the plain is inhibited due to the photonic structure.

Two dimensional photonic crystals are particularly interesting for applications since it is possible to re-
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Perfect ordered and completely disordered structures 7

alize defects in such structure with a high accuracy. The easiest example of a defect consists in removing

one single hole in the structure presented above. The introduction of such defect give rise to a state in-

side the PBG region. See figure 1.5. The light associated to this state is forced to remains in the defect

region, thus it is spatially confined in correspondence of the defect position and consequently the defect

can be exploited as a nano-cavity.

The recent development of nano-cavities in photonic crystals has been remarkable [32]. Exploiting the

cavity effects could result in very high performance light-emitting devices including low threshold nano-

lasers [33] and ultra-high efficiency single-photon emitters [11]. Moreover, when the Q factor of the

nano-cavity becomes high enough, the coupling condition between the nano-cavity and the light emitter

changes from the so-called weak to the strong coupling regime [12], which could lead to the realization

of advanced devices for quantum-information processing [13]. Combining these functionalities with

passive elements, like waveguides [34], all the components for a complete photonic circuits are now

available.

1.2. Random structures

As it will be discussed in detail in the chapter 4 photonic crystals, no matter how accurately prepared,

contain a certain level of disorder. This disorder is due to size fluctuations of the scattering elements

and other structural imperfections and it usually plays an important role in determining their optical

properties, especially in the case of three dimensional structures. Disorder does not destroy interference,

but it makes the optical behavior of photonic crystals much more complex. In order to understand better

the light propagation in ordered system with a certain degree of disorder it is convenient to introduce

some concepts about the light behavior on completely random (disordered) structures.

Disordered photonic systems are materials in which the dielectric constant varies randomly in space.

Light travelling in such material is scattered by their constituent parts, all of which contribute to the

scattering process. Under the effect of multiple scattering, both the amplitude and the intensity of the

electromagnetic field are strongly modified. To simplify the problem of light propagation in a random

media it is convenient to analyze only the propagation of the field intensity, which already provides a

good description for many experimental observations.

1.2.1. Diffusion equation and its limits

In order to define a multiple scattering regime it is fundamental that the distance between two successive

scattering events is an uncorrelated variable. The photon can be thought to travel one step after the

other among scatterers and, since the step size is randomly distributed, the transport is identified as an

example of random walk. A schematic picture of a photon random walk in two dimension is given in

figure 1.6(a).

Each segment of the picture represents one of 104 steps, and corresponds to a displacement ∆−→r with

respect to the position of the previous scattering event. Unlike in mechanics, it is not possible to make

deterministic prediction, for example to tell the position of the object performing a random walk, at a

given time. A probabilistic outlook is more suitable [35]. The value of the displacement is probabilistic,

and each step is a sample from a statistical ensemble. If the probability to have a scattering event is

Perfect ordered and completely disordered structures 7



8 Probing and modification of complex photonic structures

Figure 1.6: (a) Simulation of the random walk of a photon moving in two dimensions. (b) Schematic representation

of the transport mean free path lt may be substantially longer than the scattering mean free path ls . (The images

are a courtesy of Jacopo Bertolotti).

assumed constant, then the probability of a photon to travel undisturbed over the distance ∆x , before it

is scattered again is exponential. By defining ls (scattering mean free path)as the average distance of free

propagation, one obtains:

P(∆x) ∼ exp(−∆x/ls ). (1.5)

In the particular case of uncorrelated low-density scatterers, ls depends only on the inverse product of

the scatterer density n and the scattering cross section σ:

ls =
1

nσ
(1.6)

If the scattering cross section is not isotropic, another length scale is often defined, the transport mean

free path lt , which formally defined as:

lt =
ls

(1−< cosθ>)
(1.7)

where < cosθ > is the average cosine of the scattering angle, deriving from the differential cross section.

See figure 1.6(b). The transport mean free path constitutes the length over which light looses memory of

its initial direction of propagation. After a distance comparable with lt , the scattering events are com-

pletely independent and the random walk is random also in the direction of propagation.

The exponential probability distribution of the step size (in equation 1.5) is suggested by Lambert-Beer’s

law, which describes the intensity of a coherent light beam, transmitted through an opaque, homoge-

neous, non absorbing medium of thickness L:

I (L)= I (0)exp(−L/ls ) (1.8)

In fact, the coherent beam after a length L will be formed in first approximation by all those photons

which have not been scattered out of the initial direction of propagation. In order to rigorously define

which is the diffused light it is convenient to consider the expansion of a cloud of photons in a multiple

scattering medium. This cloud will have an average radius R , related to the average squared fluctuations

in the position of a photon at a given time:

R ≃
√

< X (t 2) > (1.9)

Silvia Vignolini8



Perfect ordered and completely disordered structures 9

This final position X can be written as the sum of all the displacements δx from x0 to X , integrated over

all possible path [35]. If the observation time is long enough, the photons will have experienced a large

number of scattering events, in average N = t / < ∆t >, where the denominator represents the average

time interval between two scattering events. Being all the steps of the random walk uncorrelated, the

central limit theorem applies and the variable X results to follow a normal distribution, whose variance

grows linearly with time:

< X (t 2)>∼ 2Dt . (1.10)

Equation 1.10 can be considered a definition for the diffusion constant D, which appears related to the

dimensions of the expanding photon cloud. In fact, the distribution of X can be interpreted also as

a transition probability, that is to say the probability for a photon to be found in X , coming from the

position x0 at t0. This probability, associated to the process of random walk, must satisfy a diffusion

equation which expresses the trend of the system toward uniformity.

Equivalently, a diffusion equation can be written for the particle (photon) density, or for the energy den-

sity of the electromagnetic field (W ), which is what will be used in the following derivation. Since the

propagation on length scale larger than lt is random, there will be a net flow of light only in presence of

a non uniform energy density. Otherwise all microscopic propagation cancels. The continuity equation,

expression of energy conservation, tells that:

δW

δt
+∇−→J = S, (1.11)

where W is the energy density,
−→
J the net flow of light into a unity volume and S is the source of the

diffusing light. Since the energy flow is driven by the density variation, its simplest dependence is given

by Fick’s law:
−→
J =−D∇W, (1.12)

D is the diffusion constant, measured in m2/s and is related to the parameters of the microscopic trans-

port by the following equation:

D =
1

3
vlt (1.13)

where v is the energy velocity of energy transport. By combining equation 1.11 and 1.12 one obtains the

diffusion equation:
δW

δt
= D∇2W +S. (1.14)

This equation is extremely general, being associated with the process of Brownian motion, which de-

scribes, one for all, the thermal motion of molecules. Being an equation of second order derivatives, the

solution of the diffusion equation requires the specification of the boundary conditions, besides some

hypothesis on the source term. For an incident plane wave of intensity I0, the coherent beam, formed

by the wave scattered in the forward direction, acts as the source of diffused light. This source term will

undergo extinction due to scattering, which is described by Lambert-Beer law:

S(r )=
Io

ls
exp(−z/ls ). (1.15)

where z is the depth in the sample. Appropriate boundary conditions for a finite size medium essen-

tially require that the diffused intensity extrapolates to zero at a certain distance zǫ from the surface.

Perfect ordered and completely disordered structures 9



10 Probing and modification of complex photonic structures

Figure 1.7: (a) Experimental speckle pattern obtained shining with a He-Ne Laser a sheet of paper. (b) Simulated

speckle pattern from light incident on a disordered medium. The images are a courtesy of Riccardo Sapienza.

This parameter is called the extrapolation length and takes into account the angle averaged reflection

coefficient of the diffused light at the surfaces (RD ). The latter plays a fundamental role, determining

intuitively the magnitude of an additional source term of diffused photons eventually diffused back and

reflected onwards. zǫ depends also on the mean free path, following the equation:

zǫ =
2

3

(

1+RD

1−RD

)

ls . (1.16)

1.2.2. Interference effects

As a matter of fact, in every day life, in disordered dielectric media such as paints, milk, fog, clouds,

light transport can be described by a diffusion process, as if light consisted of particles instead of waves.

However, there exist simple experimental observations which cannot be explained in terms of multiple

scattering of purely intensity packets, thus following the diffusion approximation.

As an example, object illuminated by coherent light (laser light) are readily observed to acquire a peculiar

granular appearance [36]. High intensity spots are alternated with dark zone. In particular, the bright

spots result from the constructive interference of many scattered waves, while at the dark spots they

cancel out. This is a signature of preserved phase coherence upon multiple scattering. At the bright

spots many scattered waves interfere constructively while at the dark spots they cancel out. This effect is

called speckle.

Figure 1.7(a) shows a typical pattern observed in the image of a uniformly white reflecting object. This

image is obtained by simply illuminating with a He-Ne laser a sheet of paper and collecting the reflected

signal with a camera. The extremely complex pattern bears no obvious relationship to the macroscopic

properties of the illuminated object. Even if it appears chaotic and incomprehensible, this particular

pattern is a fingerprint of the sample. Due to the lack of knowledge of the detailed microscopic distri-

bution of the structure under consideration it is necessary to discuss the properties of speckle pattern in

statistical terms. By analyzing the statistical properties of such pattern it is possible to gain information

about the light propagation in the sample [37, 38, 39, 40]. In chapter 4 it will be show how it is possi-

ble to extrapolate from the speckle pattern the transpot mean free path, the diffusion constant and the

refractive index of the sample.

Interference of light in random dielectric systems influences the transport of light in a way that is similar
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to the interference that occurs for electrons when they propagate in disordered conducting materials.

As a result, several interference phenomena that are known to occur for electrons appear to have their

counterpart in optics as well [41]. Interesting examples are universal conductance fluctuations of light

[42], weak localization [43, 44], and Anderson localization [45, 46, 47]. In the case of Anderson local-

ization the interference effects are so strong that the transport comes to a halt and the light becomes

localized in randomly distributed modes inside the system.

1.2.3. Anderson Localization

Anderson predicted in 1958 a transition where the diffusion is halted in presence of certain random lat-

tice [45]. Experimental evidence of this prediction was found in the following years when studying this

transition in conducting materials. The electric conductivity σ decayed exponentially with the length of

the system, when the Anderson localization regime is reached, and the conductor becomes an insula-

tor, because the wave function of electrons is localized inside the sample, stopping the classic diffusion.

The origin of this effect is the multiple scattering of the electrons by defects in solids. The same effect is

present for photons in strongly disordered dielectrics [41], with the great advantage that no interaction

is present for photons with respect to electron-electron interaction in the electronic case. This fact can

make photonic systems more suitable for studying Anderson localization than electronic ones. On the

contrary obtaining the same scattering efficiency with respect to electronic solids is not so easy in di-

electrics. The proposal of John for photonic crystals [47] derived from the necessity to design a strongly

scattering dielectric system to study Anderson localization of photons [46, 48, 49]. To obtain localiza-

tion in a 3D sample, the transport mean free path lt (the length over which the light has lost its original

direction completely) is subject to the Ioffe-Regel condition [50]:

klt ≤ 1 (1.17)

where k is the wave vector.

Localization means that the diffusion mechanism of photons is stopped, and the light is trapped inside

the sample. The transmission of the sample (without absorption) becomes:

T = T0exp(−L/ξ) (1.18)

where L is the length of sample and ξ is the localization length, that represents the critical dimension

for a sample to have localized states. Figure 1.8(a) shows schematically what happens to photons in the

localized regime. If S is a point source inside a strongly scattering medium, subject to the Ioffe-Regel con-

dition, two waves that propagates in opposite directions along this loop will acquire the same phase shift

and so they interfere constructively. Far from the localization, loops of this type have very low probabil-

ity to exist and classical diffusion dominates. In figure 1.8(b) is presented the simulated intensity pattern

for a random sample in the regime of Anderson Localization. The bright region is spatially localized in a

definite region of the sample and its intensity profile decreases exponentially with the distance.

1.3. Near-Field Optical Microscopy

Scanning near-field optical microscopy (SNOM) is at the forefront of science and technology today be-

cause it combines the potentials of scanning probe technology with the power of optical microscopy
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Figure 1.8: (a) Anderson localization in a 3D system is caused by constructive interference of time reversed waves

if the Ioffe-Regel criterion is fulfilled. The diffusion is stopped and the light is localized in loops. (b) Simulated

light intensity distribution for a random sample in the regime of Anderson localization. Light is trapped in a small

regions of the medium, the localized states, which are exponentially confined.

[51]. The main parameters of interest for a nano-structure under investigation are, besides shape and

size, its chemical composition, molecular structure, as well as its dynamic properties. In order to inves-

tigate such properties, microscopes with high spatial resolution as well as high spectral and temporal

resolving power are required. The nano-scale photonics and science, however, have an increasing need

for tools that allow to characterize, generate, and manipulate structures as small as a few nanometers in

size. Examples are readily found in biology [52], microelectronics, and photonics [53, 54, 55]. Electron

microscopes as well as scanning tunneling and atomic force microscopes easily achieve 10 nm spatial

resolution and beyond, but they are relatively poor performers with respect to spectral and dynamic

properties. Electron microscopes operate in vacuum, which limits their application in life sciences,

requires special sample preparation, and complicates sample manipulation. SNOM combines the ex-

cellent spectroscopic and temporal selectivity of classical optical microscopy with a lateral resolution

reaching well into the sub-100 nm regime. This section is intended to give an overview of some concepts

and technological requirements for scanning SNOM operation.

1.3.1. Beyond the diffraction Limit

At the basis of the image formation in microscopy is the interaction of light with the studied object,

this interaction results in the generation of both near-field and far-field light components. The far-field

light propagates through space in an unconfined manner following the principles of geometric optics.

The near-field (or evanescent) light consists of a non-propagating field that exists near the surface of an

object at distances of the order of the light wavelength. For a conventional optical microscope (far-field

microscope), the spatial resolution is related only to the far-field component and it is thus limited by

diffraction. Unless the aperture of the optical components are large enough to collect all the diffracted

light, the finer aspects of the image will not correspond exactly to the object [56]. In the early 1870s,

Ernst Abbe formulated a rigorous criterion that is now considered as the fundamental resolution limit

for a convectional microscope: the minimum resolution (d ) is expressed by the following relationship:

d = 0.61
λ

NA
(1.19)

Silvia Vignolini12



Perfect ordered and completely disordered structures 13

where λ is the vacuum wavelength and N A is the numerical aperture for the optical component. Ac-

cording to this equation, the best resolution achievable using conventional optical components is about

λ/2. To overcome this limit and to push the spatial resolution of optical microscopy into the 10−100 nm

regime it is necessary to collect the non-propagating component that exists only near the surface of the

investigated object. Light in the near-field carries more high-frequency information and has its greatest

amplitude in the region within the first few tens of nanometers of the specimen surface. Because the

near-field light decays exponentially within a distance less than the wavelength of the light, it usually

goes undetected. In effect, as the light propagates away from the surface into the far-field region, the

highest-frequency spatial information is filtered out, and the well known diffraction-based Abbe limit

on resolution is imposed.

In order to take advantage of the high spatial resolution of the evanescent waves, already at the beginning

of the century, Synge and Bethe [57, 58] suggested to work with apertures characterized by dimensions

smaller than the light wavelength: in the direct vicinity of the aperture, the spatial resolution is defined

by the dimension of the pinhole rather than by diffraction and can thus be reduced below the diffraction

limit by sufficiently decreasing the size of this aperture. Only at the end of the century (in 1984), after

the invention of the scanning tunneling microscope [59], nanometer-scale positioning technology was

available and an optical microscope similar to Synge proposal was realized [60, 61, 62]. The key innova-

tion was the fabrication of a sub-wavelength optical aperture at the apex of a sharply pointed transparent

probe tip that was coated with metal. In addition, a feedback loop was implemented for maintaining the

tip at a constant distance (of only few nanometers) with the sample during the scanning.

To extend the spatial resolution beyond the diffraction limit several experimental configurations are

common in literature [63]. Figure 1.9 shows the main operational configurations of the near-field mi-

croscope. In figure 1.9 (a) is presented the illumination configuration. In this case the probe illuminates

a small area of a sample surface (reddish area under the SNOM probe) [62]. The resulting signal from the

interaction with the sample is then collected in the far-field both in transmission on in reflection. This

configuration can be also used to excite a photoluminescent signal of a sample in the near-field regime

and then collect the luminescence in far-field. Figure 1.9 (b) shows the collection configuration. In this

case far-field light illuminates the sample (or it is coupled inside it) and the near-field signal is then col-

lected by the probe. This particular technique is commonly used for the direct detection of localized field

on the sample, as it will be presented in the chapter 4 of this thesis and, as in the previous configuration,

can be exploited for photoluminescence measurements. The configuration presented in figure 1.9 (c) is

the illumination/collection configuration. In this case the probe is used both to illuminate and collect

the near-field signal. While in the first two configurations the near-field probe consists in a metal coated

optical fiber [64], in the illumination/collection case it is convenient to use uncoated probes. Since this

configuration is the mainly used in this thesis, it is convenient to highlight that it allows a huge sensi-

tivity as compared with the other two cases for photoluminescent experiments. The price to be payed

is that the resolution, in such configuration, will be lower with respect to the case of using coated near-

field probe, but is always below the diffraction limit. Nevertheless in chapter 2 it will be shown how it is

possible, for some particular case, to push the resolution up to coated tip limits exploiting the effects of

perturbation induced by the tip to the photonic crystal structures. Finally, figure 1.9(d) shows the aper-

tureless techniques [65]. In this configuration a strongly confined optical field is created at the apex of

a sharply pointed probe tip by external far-field illumination. The relevant near-field enhanced signal

therefore often has to be extracted from a huge background of far-field scattered radiation. Resolutions

ranging from 1−20 nm have been reported in laboratory experiments. The general applicability of the
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technique to a wider range of samples is currently being investigated [66].

1.3.2. Tip-sample interaction and image formation

The mechanisms by which some components of the evanescent illuminating field can be transformed

into propagating field components that carry information about the sample are at the core of image for-

mation in SNOM. Accurate and versatile computational techniques are mandatory to understand these

intricate contrast mechanisms. In general an exact calculation of the electromagnetic field is generally

quite involved because of the complex geometric shape of the experimentally used near-field probes

and the vector nature of the electromagnetic field. A great effort has been devoted to the theoretical

understanding of image formation in near-field optical microscopy [67].

In this thesis the photoluminescence near-field maps will be simply compared with the calculated finite

difference time domain (FDTD) electric field distribution associated to the structure under considera-

tion. To that end, one can assume that the near-field map detected by the tip can be retraced by calcu-

lating the theoretical map at an effective distance from the sample surface[68]. Such distance does not

represent the real height of the tip, but it is an effective free parameter that deals with the fact that the

SNOM probe does not collect only the evanescent field of the structure, but in the case of uncoated tip it

is also sensitive to the radiative component of the field.
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Figure 1.9: Different types of scanning near-field optical microscopes. (a)-(c) Aperture SNOM: three configuration

are possible: illumination (a), collection (c) and illumination collection (c). (d) Apertureless SNOM: metal coated

tips lead to field enhancement. In the images the two different colors represent excitation light (blue) and the

collected light (red).
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technique to a wider range of samples is currently being investigated [66].

1.3.2. Tip-sample interaction and image formation

The mechanisms by which some components of the evanescent illuminating field can be transformed

into propagating field components that carry information about the sample are at the core of image for-

mation in SNOM. Accurate and versatile computational techniques are mandatory to understand these

intricate contrast mechanisms. In general an exact calculation of the electromagnetic field is generally

quite involved because of the complex geometric shape of the experimentally used near-field probes

and the vector nature of the electromagnetic field. A great effort has been devoted to the theoretical

understanding of image formation in near-field optical microscopy [67].

In this thesis the photoluminescence near-field maps will be simply compared with the calculated finite

difference time domain (FDTD) electric field distribution associated to the structure under considera-

tion. To that end, one can assume that the near-field map detected by the tip can be retraced by calcu-

lating the theoretical map at an effective distance from the sample surface[68]. Such distance does not

represent the real height of the tip, but it is an effective free parameter that deals with the fact that the

SNOM probe does not collect only the evanescent field of the structure, but in the case of uncoated tip it

is also sensitive to the radiative component of the field.
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Chapter 2

Spectral Tuning of photonic crystal

nano-cavities via near-field probes

In this work we observe a sizeable and reversible spectral tuning of the resonances of a two-dimensional

photonic crystal nano-cavities by exploiting the introduction of a sub-wavelength size glass tip. The com-

parison between experimental near-field data and results of numerical calculations shows that the spectral

shift induced by the tip is proportional to the local electric field intensity of the cavity mode. This obser-

vation proves that the electromagnetic local density of states in a microcavity can be directly measured by

mapping the tip-induced spectral shift with a scanning near-field optical microscope. Moreover, a nonlin-

ear control on the cavity resonance is obtained by exploiting the local heating induced by near-field laser

excitation at different excitation powers. The temperature gradient due to the optical absorption results

in an index of refraction gradient which modifies the dielectric surroundings of the cavity and shifts the

optical modes.

2.1. Introduction

Near-field optical microscopy has already proved to be a powerful tool for studying the optical response

of photonic structures and in particular two dimensional photonic crystal nano-cavities [1, 2, 3, 4, 5,

6, 7, 8, 9]. Near-field microscopy permits not only to get information about the optical properties of

these structures but it also allows to locally modify their optical behavior. As predicted theoretically in

reference [6] and then experimentally demonstrated in references [7, 8, 9], the local introduction of a

sub-wavelength dielectric tip in the near-field of a two dimensional photonic crystal cavity induces a

reversible tuning of the cavity resonance without necessarily introducing significant losses. Since the

strength of the tip induced tuning is proportional to the electric field stored in the structure, by simply

mapping the induced spectral shift one can obtain a high resolution map of the local density of electro-

magnetic states.

A larger tuning efficiency can be obtained also by exploiting the local heating induced by near-field laser

excitation at different excitation powers. The temperature gradient due to the optical absorption results

in an index of refraction gradient which modifies the dielectric surroundings of the cavity shifting the

optical modes.
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20 Probing and modification of complex photonic structures

Moreover by combining the high spectral and spatial resolution supplied by near-field microscopy with

the polarization information it is possible to access not only to the intensity associated to the total elec-

tric field inside these kind of structure but also to their in-plane components with a no-diffraction limited

resolution.

2.2. Interaction between photonic structure and a near-field probe tip

Central idea

The central idea in this chapter is to investigate how the presence of an external dielectric nanometer-

sized object, such as a SNOM tip, can modify the resonance condition of a photonic crystal cavity. This

scheme is analogous to a technique common in microwave engineering where the frequency of a res-

onator is adjusted by insertion of dielectric stubs [10]. In that case, because microwave resonators are

typically closed, scattering from the object does not cause any loss, and the cavity quality factor Q is de-

termined by absorption. However, when a dielectric object is placed into the field of an open cavity, such

as a photonic crystal slab resonator, scattering may dominate. Indeed, it has been shown experimentally

that coupling of a glass fiber tip can shift the resonance frequency of a relatively high-Q micro-resonator

at the cost of reducing its quality factor [11]. Since a photonic crystal microcavity has a very small mode

volume and relies on the precise arrangement of dielectric material at the sub-wavelength scale, one

might expects that introducing the slightest external object would spoil the quality factor, but in the fol-

lowing section it will be shown that this is not necessarily the case.

Sample Description and far-field characterization

The studied sample is a two dimensional photonic crystal nano-cavity fabricated on a suspended mem-

brane. A Gallium Arsenide (GaAs) based heterostructure is used: three layers of high-density Indium

Arsenide (InAs) Quantum Dots (QDs) are grown by molecular beam epitaxy (MBE) at the center of a

320 nm thick GaAs membrane. There is a huge literature on the optical properties of QDs [12]. In this

context the only relevant property of these QDs is that they provide a strong emission at 1300 nm near the

resonances of the photonic structures. The membrane is grown on top of a 1500 nm thick Al0.7Ga0.3As

sacrificial layer. The fabrication process consists of patterning of a 150 nm-thick SiO2 mask by 100 kV

e-beam lithography and CHF3 plasma etching and then transfer on the GaAs layer by SiCl 4 /O 2 /Ar reac-

tive ion etching. The membrane is then released by a selective etching of the Al0.7Ga0.3As sacrificial layer

in a Hydrofluoric acid (HF) solution. The structure under consideration consists of a two dimensional

triangular lattice of air holes with lattice parameter a = 301 nm and filling fraction f = 35%, where the

cavity is formed by four missing holes organized in a diamond like geometry. It is important to notice

that in this thesis, QDs are exploited only as light source easy to embed in phonic crystal structures, even

if their intriguing properties are by themselves another interesting field of research [12].

A scanning electron microscope image is reported in figure 2.1. The design of the cavity is chosen in order

to obtain two main resonances characterized by two different polarization states. A preliminary far-field

characterization of the sample is obtained using a confocal microscope. The light of a diode laser at

780 nm is used to excite the luminescence of the QDs. In order to achieve a spatial resolution of the

order of one micron a 100X microscopy objective (N A = 0.7) is used both to illuminate the sample and
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Figure 2.1: Scanning electron microscope (SEM) image of the investigated sample. In the image the GaAs sus-

pended membrane is clearly recognizable. The red dotted line indicate the position of the three layers of In As

quantum dots. In the zoom the cavity region consisting in four missing holes organized in a diamond like geome-

try, is reported.

to collect the QDs luminescent signal. The collected light pass through a half-wave plate and a linear

polarizer and then it is coupled into a single-mode optical fibre (core diameter of 5 µm) placed in the

conjugate point of the focal point (acting as con-focal pinhole). The polarization-dependent spectrum

of the cavity mode signal is thus measured by rotating half-wave plate.

Figure 2.2(a) provides a typical photoluminescence (PL) spectrum of the QDs embedded in the pho-

tonic structure integrating all the polarization components, while in 2.2(b) the peak intensity angular

dependence with respect to direction of the axis of the polarizer is reported. As previously mentioned,

the photonic structure is characterized by two main peaks, M1 and M2, centred around 1252 nm and

1228 nm, respectively. The mode M1 is linearly polarized (the ratio between opposite polarization is

1 : 100) along the x direction, while the mode M2 is characterized by an elliptical polarization (1 : 2)

along the y direction.

Near-field Microscope: illumination/collection geometry

All the measurements presented in this thesis (excluding the chapter 4) are obtained using a commer-

cial Scanning Near-field microscope TwinSNOM by Omicron. The big advantage of using a commercial

system is to have high stability and consequently high reproducibility in the experimental results. The

SNOM system is combined with a traditional Microscope Axiotech by Zeiss and a home-built Confocal

Laser Scanning Microscope not only to obtain an accurate positioning of the near-field probe but also to

investigate the samples in the far-field region.

To investigate the properties of two dimensional photonic active structures is convenient to use the

SNOM in illumination/collection geometry. In this configuration the light of a diode laser (780 nm) is

coupled into a mono-mode optical fiber that it is directly connected with the near-field probe. This

probe scans at a constant height with respect to the sample surface and excites the active material (exci-

tation density of 10 MW/cm2). The resulting photoluminescent (PL) signal from the sample is collected
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Figure 2.2: (a) Typical micro-photoluminescence spectrum collected in the far-field, the sample is maintained at

200K in a cold finger cryostat. (b) Polarization-dependence of the peaks associated to the modes M1 (black dots)

and M2 (red squares) is measured by using linear polarizer and a rotating half-wave plate in front of the collection

fiber. 0◦ correspond to x direction, 90◦ correspond to y direction

at each tip position through the same probe and then dispersed by a spectrometer and detected by a

cooled InGaAs array with a spectral resolution of 0.01 nm. The overall spatial resolution, obtained from

the experimental is less than 100 nm, which is small enough to observe the details of the optical local

DOS of the cavity and, at the same time, large enough to have a good signal to noise ratio in the PL

measurements. In all the experimental results presented in this chapter chemically etched uncoated

near-field fiber probes (home-built) are used [13].

Figure 2.3 provides a schematic view of the setup and a Scanning Electron Microscope (SEM) image of an

uncoated SNOM probe. Moreover, even if the use of a coated tip would improve the spatial resolution,

it would have dramatic consequences not only for the transmitted signal but also in the perturbation

induced by the tip with consequent complications in the interpretation of the measurements.

2.2.1. Tip induced Tuning

The local introduction of a sub-wavelength dielectric SiO2 tip can be used for accurate tuning of the

resonance frequency of a photonic crystal microcavity without necessarily introducing significant losses.

A simple picture for the frequency shift emerges in the weakly perturbative regime where ∆ω
ω ≪ 1 and the

Q is not degraded. In this case the shift of the cavity mode is proportional to the electric field:

∆ω(r�, ztip)

ω
=−

αeff

2Vcav

|E0(r�)|2

max(ǫ(r )|E0(r�)|2
)exp

−ztip

d
, (2.1)

where the exponential z dependence of the electric field associate to the mode

E0 = E0(r�)exp
−ztip

2d
is separated from its dependence on the lateral tip coordinate r� and it is assumed

that the unperturbed field is constant over the small tip cross section [6]. In equation 2.1 d is the typical

length within which the cavity mode decays, Vcav andαeff represent the modal volume and the effectively

polarizability of the tip, respectively. The tip polarizability depends on its geometrical features and on
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Figure 2.3: Schematic view of the setup; in illumination/collection geometry, the light from a diode laser (780 nm)

is coupled into the SNOM tip and excites the sample. The photoluminescence is collected through the same tip

in the same point of the excitation. The photoluminescent signal is dispersed in a monochromator, and detected

with a cooled InGaAs diode array. From the recorded data, it is possible to obtain, for every frequency, the spatial

distribution of the light emitted by the local source, or vice versa, for every position its local spectrum. In the zoom

a SEM image of a uncoated SNOM tip is provided.

the interaction with the cavity modes. In particular, if rt i p and ǫt i p are the radius and dielectric constant

of the tip respectively then αeff is given by:

αeff = 3πr 2
t i p d

ǫt i p −1

ǫt i p +2
(2.2)

This dependence of αeff from the exponential decay of the mode assures that the same tip can induce

different shift on different modes, depending on d . The direct dependence of the spectral shift on the

electric field E0 can be exploited to map the electromagnetic local DOS, which is essential for the proper

characterization of photonic structure. Even if SNOM experiments have proven to have enough sensi-

tivity and spatial resolution for this purpose [1, 2, 3, 4], an unambiguous and artifact free determination

of the local DOS has not been achieved so far, due to the complex interaction between SNOM tip and

sample.

Near-field Measurements, discussion

The SNOM not only permits to investigate the optical property in the near-field region of the sample but

also provides a high resolution topography map. In figure 2.4(a) the shear-force image of the studied

cavity is presented. The opportunity of having simultaneously the information about the topography of

the sample and the optical signal from the sources permits to localize the signal in determinate positions

around the cavity and to access the spatial distribution of the optical modes. In (b) a typical near-field

spectrum obtained during the scan is shown. Figure 2.4(c) reports three normalized PL spectra of the

M1 resonance recorded with the tip located at three different sites of the sample along its vertical axis,

as indicated in figure 2.4(a). The spectrum recorded at the apex of the microcavity (position C in figure

2.4(a)) shows a clear red shift with respect to the spectrum recorded outside the microcavity (position A
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Figure 2.4: (a) Sample topography acquired concurrently with the optical data. The three white circles indicate the

position of the tip where the spectra of (c) are collected. (b) Experimental near-field PL spectra. (c) Normalized

Near-field PL spectra collected at three different tip positions as indicated in (a).

in figure 2.4(a)). Since the tip induced spectral shift is proportional to the electric field intensity associ-

ated to the mode, as described by equation 2.1, by mapping the spectral position of the peak it is possible

to reproduce the spatial distribution of the mode.

Figures 2.5(a) and (c) report the spectral position of the peak in function of the spatial coordinate of

the tip for the two cavity modes. The map, in a blue-to-white color scale, is obtained by fitting with a

Lorentzian curve every emission spectrum in the wavelength range 1260− 1275 nm, and taking, from

one fits curve, the central wavelength of the cavity resonance as a function of the spatial position of the

tip.

The theoretical distributions of the electric field intensity associated to the modes reported in figure

2.5(b) and (c) are performed with a commercial three dimensional finite difference time domain code

(CrystalWave, Photondesign). The simulation window accurately reproduces the structure using the

nominal parameters. The comparison between the experimental data in figure 2.5(a) and the numer-

ical calculation in 2.5(b) clearly indicates that the map of the spectral shift directly corresponds to the

electric field intensity associated with the resonance M1.

The spatial resolution, defined as the full width at half maximum of the profile of the smallest feature that

can be resolved, extracted from figure 2.5 is less than 100 nm. The same analysis performed on the mode

M2 shows analogous results. The simulated electric field reported in figure 2.5 (b) and (d) is calculated

at 30 nm above the membrane, without considering the presence of the tip.

Measurements of the spectral shift form therefore an ideal method for characterizing the modes of the

system. In conventional SNOM experiments the PL intensity is assumed to directly correspond to the

spatial distribution of the electric field intensity [1, 2, 3]. In figure 2.6(a) and (c) is reported the spatial

distribution of PL intensity at the frequency of of the peak M1 and M2, respectively. In this case the maps

are less detailed and a worse spatial resolution (250 nm) is obtained. The map of the spectral shift repre-

sents a cleaner measurement of the local DOS with respect to the map of the PL intensity. This is a very

important result, which is related to the fact that the PL intensity collected through the tip can be affected

by different parameters, as the not perfect coincidence of the physical shape of the tip and its optically

active region, the eventuality that the tip collects a mixture of evanescent and propagating waves, and

the possible inhomogeneity of the quantum dots. Since the strength of the tip-induced spectral shift
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Figure 2.5: (a) Map of the tip induced spectral shift of resonance M1, maximum red shift of 0.5 nm. (b) Calculated

FDTD spatial distribution of |E0|2 related to mode M1. (c) Map of the tip-induced spectral shift of resonance M2,

maximum red shift of 0.4 nm. (d) Calculated FDTD spatial distribution of |E0|2 related to mode M2. The position

of the photonic crystal pores is superposed to guide the eye. All the images cover an area of 1.15x1.40 µm.
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Figure 2.6: Spatial distribution of the PL signal related to resonance M1, integrated in the wavelength range be-

tween 1266.24 nm and 1267.2 nm. (b) Map of the spectral broadening of resonance M1; minimum broadening

0.52 nm and maximum broadening 0.65 nm. (c) Spatial distribution of the PL signal related to resonance M2,

integrated in the wavelength range between 1240.2 nm and 1241.2 nm. (d) Map of the spectral broadening of

resonance M2; minimum broadening 0.56 nm and maximum broadening 0.75 nm. The position of the photonic

crystal pores is superposed to guide the eye. All the images cover an area of 1.15x1.40 µm2.
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is proportional to the electric field intensity of the eigenmode, this improved imaging method can be

generalized to any microcavity design. An exciting option of the tip induced tuning is the possibility to

perturb the optical mode without introducing additional losses.

Figures 2.6(b) and (d) show the map of the resonance broadening of the modes M1 and M2, respectively.

The images are obtained by reporting in a blue-to-white color scale the values of the full width half max-

imum (FWHM) extracted by the same Lorentzian fits performed to create the maps of the spectral shift

in figure 2.6. Numerical calculations [6] already clarified that, even though the losses are expected to be

larger where the perturbation of the tip is larger, the relation between the spectral shift and the induced

losses is non-trivial, due the fact the scattering into the tip is sensitive to the polarization of the mode

at the tip position. Our experimental data show that there are positions where the tip induced tuning

presents a local maximum and the spectral broadening has a local minimum, as, for instance, for the

resonance M1 in the regions just above and below the center of the cavity. It is extremely interesting to

note that the maps of the resonance broadening exhibit a close resemblance to the intensity maps: the

SNOM tip induces more losses at the locations where it collects more signal.

In order to gain more quantitative understanding, figure 2.7 shows an analysis of the spectral position

and FWHM of the mode M1. The experimental data of figure 2.7 are obtained by extracting the line

profiles along the y direction in the middle of 2.5(a) and 2.5(b). The measured values are compared with

the results of the FDTD calculations. The presence of the tip in the simulation is obtained by putting a

dielectric cylinder, refractive index of 1.6 and diameter of 200 nm, in contact with the photonic structure.

Figure 2.7: Upper panel: Experimental (filled circles) and calculated (open circles) tip-induced spectral shift of

the M1 resonance. The grey line reports the vertical cross section, 200 nm wide, in the middle of the calculated

electric field intensity reported in figure 2.7(b). Lower panel: Experimental (filled diamond) and calculated (open

diamond) tip-induced spectral broadening of the M1 resonance.

The agreement between experiment and theory is remarkable. The behavior of the peak spectral position
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(circles) and of the electric field intensity (grey line) confirms that the tip-induced frequency shift follows

the E 2 spatial profile. At the same time, also the FWHM of the cavity resonance (diamonds) has a well

defined profile, associated to the cavity losses induced by the tip. The data reported in figure 2.7 show

that the maximum tip-induced mode tuning, 0.5 nm, is as large as the resonance itself. It means that it

is observed a 100% tuning of the resonance peak in FWHM units and correspondingly the Q is reduced

of only about 20%. More generally the spectral shift is accompanied by small changes (even negligible in

specific tip positions) in the quality factor indicating that the photonic properties of the device are only

slightly perturbed. In the following section it will be shown how it is possible to increase the shift effect

by simply increasing the excitation density.

2.2.2. Temperature Tuning

In this section another method to control and tune photonic crystal nano-cavities is reported. By exploit-

ing the local heating induced by near-field laser excitation at different excitation powers the dielectric en-

vironment of the photonic crystal micro-cavity is varied inducing a non-linear effect [14]. As explained

in the introductive paragraph 2.1, the temperature gradient due to the optical absorption results in an

index of refraction gradient which modifies the dielectric surroundings of the cavity and shifts the opti-

cal modes. This reversible tuning can be obtained either by changing the excitation power density or by

exciting in different points of the microcavity.

In figure 2.8 a schematic representation of the heating mechanism is provided. In principle there are two

main mechanisms for optical non-linearities in photonic crystal nano-cavities under laser excitation,

which can be easily identified by the sign of the mode shift. The first is related to the index of refraction

modification due to free carrier generation. This has been shown to produce ultra-fast nonlinear optical

tuning of photonic cavity under ps laser excitation and it gives a blue shift of the optical mode [15]. The

second non-linear effect is related to the thermal tuning due to dissipation of the absorbed excitation

power and it gives a shift to longer wavelengths of the cavity mode. In the data reported in the following,

the mode is red shifted and, therefore, one can attribute the power dependent shift to thermal heating

as expected for CW excitation. In fact, the laser pumping with a nanometric SNOM tip induces an inho-

mogeneous heating of the cavity, as schematically illustrated figure 2.8. Since uncoated SNOM tips are

used, it is possible to neglect the effects due to the heating of the probe itself, observed in the case of a

metal coated tip [16, 17] where the tip-to-sample heat transfer is, however, small [18, 19]. In this case

Figure 2.8: Schematic representation of the heating mechanism, the laser pumping with a nanometric SNOM tip

induces an inhomogeneous heating of the cavity.
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Figure 2.9: Near-field spectra obtained for different power excitation densities (5 MW/cm2, 14 MW/cm2 and

23 MW/cm2 in blue, green and red, respectively) of the mode M1 and M2, respectively. The spectra reported

with a straight line are collected in correspondence of a maximum of the electric field associated to the mode,

while the dotted one are collected in correspondence of a minimum of the electric field. See figure 2.5(b) and (d).

case, the heating mechanism is due to the optical absorption in the sample and it creates a local change

of the index of refraction of the sample and therefore a modification of the dielectric environment of the

photonic crystal microcavity. The thermal gradient is enhanced due to the reduced heat diffusion out of

the photonic crystal membrane.

In the following the results for the mode M1 and M2 of the cavity studied in the previous paragraph 2.2.1

will be discussed. Figures 2.11 report the spectra of the M1 and M2 modes detected in correspondence

of the maximum (full line) and the minimum (dashed line) of the electric field intensity for different

excitation densities (different color lines).

In the following analysis the denomination of spatially resonant excitation will be used for the case of

pumping on the position corresponding to a maximum of local DOS and the denomination of spatially

non resonant excitation will be used for the case of pumping on a point with a low local DOS. The spec-

trum recorded in the spatially resonant case, (i.e. in correspondence of a maximum of the electric field)

shows a clear red shift with respect to the spectrum recorded outside the cavity region (i.e. in the spa-

tially non resonant case). At low excitation power this agrees with the tip induced mode shift associated

to the dielectric environment modification of the cavity due to the presence of the near-field tip, already

analyzed in the paragraph 2.2.1.

Figure 2.10 shows for the both modes how the map of the spectral shift is degraded as the excitation

density is increased. For a low excitation power the map of the spectral shift well reproduces the profile of

the electric field intensity, in fact the cavity is perturbed mainly by the effect of the presence of the SNOM

tip, see figure 2.10(a) and (d). On the other hands, by increasing the excitation power the frequency

shift of the mode starts to be influenced by the temperature gradient associated to the tip induced local

heating, see figure 2.10(c) and (f).

In order to map the thermal gradient created in this configuration, figure 2.10(g) shows the spatial decay

of the spectral shift of the cavity mode as the excitation density power is increased. For low excitation

power (blue dots), the decay constant associated to the mode spectral shift is comparable with the one
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Figure 2.10: (a), (b) and (c) Maps of the tip induced spectral shift of resonance M1 for different excitation power:

0.3 MW/cm2, 0.7 MW/cm2 and 1.4 MW/cm2. (d), (e) and (e) Maps of the tip induced spectral shift of resonance

M2 for different excitation power: 0.3 MW/cm2, 0.7 MW/cm2 and 1.4 MW/cm2.(g) Spectral shift spatial decay of

the cavity mode for a excitation density power of 5 MW/cm2 (blue dots, scaled by a factor 10) and 27 MW/cm2

(red dots). The decay rate for the case of low excitation density power is comparable with the photoluminescence

spatial decay associated to the same mode (black squares, right axis).
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Figure 2.11: The dots in the graph represent the peak positions for the spectra presented in figure 2.9 as the exci-

tation power is increased for the mode M1 and M2. In particular the red squares indicate the peak position of the

spectra collected in correspondence of a maximum of the electric field, while the blue circles indicate the the peak

position of spectra collected in correspondence of a minimum of the electric field.

associated to the photoluminescence intensity (black squares). By assuming an exponential decay of the

mode a decay constant of roughly (150±50) nm is obtained. In this case, the heating effect could be ne-

glected and the map of the spectral shift reproduces the map of the electric field intensity associated to

the mode. For higher excitation powers, the profile of the mode shift broadens due to the thermal gradi-

ent and a reduction of the spectral shift of roughly 1 nm by moving the SNOM tip by 500 nm is obtained.

This result indicates that this method allows to obtain information about the spatial distribution of the

temperature averaged over the cavity mode volume.

In addition, the mode energy and the strength of the spectral shift depend on the excitation power. In

figures 2.11(a) and (b) a summary of the spectral positions of the peak, for six different excitation power

densities, is reported for the modes M1 and M2, respectively. Fixing the position of the tip with respect to

the sample and increasing the excitation power, a monotonic shift of the cavity mode is observed. More-

over a larger non linear effect (about 1.3 nm) is observed for the spatially resonant case (for excitation

density of 27 MW/cm2).

In order to interpret in a quantitative manner the experimental results one can consider, at least in the

case of spatially non resonant excitation and given to the small volume of the cavity mode, an effective

average temperature and neglect the thermal gradient. The thermal tuning of the optical mode has been

then quantified by performing low excitation measurements at different temperatures by heating the

photonic crystal cavity with a resistor. By linearly fitting the dependence of the mode spectral position

on the temperature, a thermal tuning of 0.12 nm K −1 is obtained. This means that the 2.1 nm maximum

shift experimentally observed under non-resonant excitation would correspond to a global heating of

the cavity of the order of 18K .

From FDTD simulations, a red shift of 2.1 nm can be retrieved by a global increase of the index of re-

fraction of n = 0.006 which gives a linear dependence of the index of refraction ∆n/∆T = 3.310−4 K −1

to be compared with the value of ∆n/∆T = 2.710−4 K −1 reported in the literature for GaAs in the case

of vertical cavity surface type optical resonator at wavelength around 1 µm [20]. In the case of spatially

resonant excitation the non-homogeneous heating of the cavity cannot be neglected.

In order to evaluate it, the limit case of an additional hot spot in correspondence of the tip position that
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Figure 2.12: (a) Calculated FDTD spectra obtained inserting a dielectric cylinder (diameter of 300 nm) in the center

of the cavity for different values of refractive index from 3.50 to 3.55 at step of 0.01. As the refractive index is

increased the mode is red-shifted. The inset reports the spectral position of the mode as a function of the refractive

index of the cylinder placed in the center of the cavity (red line) and on the vertical apex of the cavity as it is

schematized in (b). (b) Simulated profile of the refractive index. The color gray correspond to a refractive index

value of 3.5, while the color white correspond to a refractive index value of 1. The blue circles represent the two

position where the dielectric cylinder is placed to simulated the tip-induced heating.

spatially decays over a distance comparable with the SNOM resolution (300 nm) is considered. When

the hot spot is created in correspondence of a maximum of local DOS of the cavity the photo-generated

gradient of index of refraction strongly modifies the shape of the dielectric defect, resulting in a slightly

different photonic structure. In the FDTD calculation this effect is simulated as an additional cylinder of

larger index of refraction placed in different positions of the cavity. Within this crude model, it is pos-

sible to obtain a different spectral shift of the mode for different combinations of the dielectric cylinder

diameter d and n.

Figure 2.12(a) reports the simulated spectra obtained by placing a dielectric cylinder with d = 300 nm in

the center of the cavity and increasing at steps of 0.01 the values of its refractive index from 3.5 (that is

the same value of refractive index of the cavity), to 3.55. The inset (I) of figure 2.12 shows the behavior of

the peak position as the refractive index is increased in the case where the dielectric cylinder is placed in

the center or at the vertical edge (see figure 2.12(b)) of the cavity from a value of refractive index of 3.5 to

3.75.

The peak position moves to larger wavelengths with the increase of the refractive index; the slope de-

pends on the overlap between the spatial electric field distribution associated to mode and the position

of the cylinder. In other words, if the cylinder is placed in a maximum of the electric field intensity the

tuning effect is larger with respect to case where the same cylinder is placed in a position of the cav-

ity with a lower electric field intensity associated to the mode. The theoretical results reproduce the

measured spatially resonant shift if it is assumed an increase of ∆n = 0.03 in the refractive index of the

dielectric cylinder, corresponding to a local heating of roughly 100 K . Note that the optical shift of the

mode is roughly proportional to the hot spot diameter (at least for d smaller that the mode volume); for
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d = 400 nm the local heating decreases to 75 K .

2.3. Polarization dependence of the near-field intensity map

As already introduced in the paragraph 2.2 the studied nano-cavity is characterized by two main peaks,

M1 and M2, centred around 1252 nm and 1228 nm, respectively. The mode M1 is linearly polarized (the

ratio between opposite polarization is 1 : 100) along the x direction, while the mode M2 is character-

ized by an elliptical polarization (1 : 2) along the y direction. In order to study the polarization-resolved

map with the SNOM, the collected photoluminescence pass through a linear polarizer before being dis-

persed by the spectrometer. To control the polarization of the light inside the fibre a mechanical squeez-

ing mechanism, that acts as a Babinet-Soleil compensator for the light that pass through the fiber, is

used. Also in this configuration it is possible to map the tip induced spectral shift if one has a significant

amount of signal.

Figure 2.13: Room temperature near-field spectra of the cavity main modes (averaged on a region of 2x2 µm) for

two perpendicular polarization configurations (black and red lines) and an intermediated case(blue). In particular

red line is associated to the polarization configuration 1, the black line is to polarization configuration 2. The

polarization dependence of the two modes is the same both in the near and far-field measurements.

Figure 2.13 provides three near-field spectra (averaged in a region of 2x2 µm) for three different polar-

ization configurations. In red is reported the spectrum for the polarization configuration 1, where the

signal of the mode M1 disappears, while in black is reported the spectrum in the orthogonal configura-

tion (configuration 2). Finally in blue the spectrum obtained for an intermediate case is provided.

Figure 2.14 shows the results of the measured tip induced spectral shift for the two main modes in two

perpendicular polarization configuration (configuration 1 and 2). As expected, the spectral shift maps

obtained for the two cavity modes are independent of the polarization configuration in the detection

and, as explained in detail in the section 2.2.1, they are proportional to the electric field intensity associ-
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Figure 2.14: (a) and (b) spectral shift map (for polarization configuration 1) associated to the mode M1 and M2, re-

spectively (image size 1.55x1.55µ m, and maximum spectral shift 0.3 nm). (c) and (d) spectral shift map (for polar-

ization configuration 2) associated to the mode M1 and M2, respectively (image size 1.55x1.55µ m, and maximum

spectral shift 0.3 nm). (e) and (f) simulated electric field map associated to the mode M1 and M2, respectively. The

white circles superimposed on the images denote the topographic positions of the pores of the photonic structure.

ated to the modes. This is due to the fact that the mechanical control on the polarization does not play

any role in the interaction between the near-field probe and the photonic structure.

Note that the poor quality of the map reported in figure 2.14(a) is due to the low signal in the polarization

configuration 1, where the mode M1 is almost suppressed.

Now it is interesting to consider the PL intensity maps for different polarization detection channel. The

PL map associated to the mode M1 it is not reported since it has prevalently only one polarization com-

ponent. Figure 2.15 shows, instead, the spatial distribution of the PL signal associated to mode M2 for

the three different polarization configurations. In particular, the image reported in figure 2.15(a) is the

PL map obtained in the polarization configuration 1. In the orthogonal polarization detection channel

2, as it is shown in figure 2.15(b), the PL map is completely different. In this case the spatial distribution

of the two lobes appears rotated of about 90◦ with respect to the previous situation. By considering an

intermediated polarization configuration, the two lobes are tilted by 45◦ with respect to the first case.

In order to better understand these data FDTD calculations are performed. Figure 2.16 shows the total

electric field intensity along the x and y axis, for different heights above the sample membrane. The dis-

tribution of the electric field in the proximity of the membrane is oriented, in the case of Ey component

of the field, along the x direction; while in the case of the Ex the intensity distribution does not show a

preferential orientation direction. On the counterpart increasing the distance from the membrane the

two components, present perpendicular orientation directions, well reproducing the experimental data.
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Figure 2.15: (a), (b) and (c) Spatial map of the intensity associated to the mode M2 for the polarization configura-

tion 1, 2 and for an intermediated case, respectively.(images size 1.55x1.55µ m).

A good agreement between the experimental data and the FDTD calculation is obtained comparing the

PL map obtained in polarization configuration 1, (reported in figure 2.15(a)) and the calculated intensity

associated to electric field component along the x axis at a distance of the 350 nm above the sample.

This can be explained considering that an uncoated SNOM probes collects not only the non-radiative

component of the field but also the radiative one. The exact calculation of the amount of the radiative

and un-radiative component get by the near-field probe requires the knowledge of the transfer func-

tion of the SNOM tip, which depends on the tip itself and also on the emission proprieties of the cavity.

To simplify this problem, one can consider that the near-field map detected by the tip can be retraced

by calculating the theoretical map at an effective distance from the sample surface, that is in this case

350 nm. Thus, the distance of 350 nm above the sample surface is not the real height where the SNOM

probe collects the signal but it is an effective height that permits to take into account the complex in-

teraction between the cavity and the tip [21]. The same results are obtained by comparing the PL map

in the polarization configuration 2, figure 2.15(b), with the electric field component along the y axis at a

distance of the 350 nm above the sample membrane.

2.4. Conclusion

The results presented in this chapter not only open novel approaches to finely correct and dynamically

tune the resonant modes of photonic crystal cavity structures, but also highlight the physic of the near-

field probe interaction with the photonic environment.

The flexibility of the tuning mechanism induced by the near-field probe considered in the section 2.2.1

can be exploited for achieving the spectral overlap between resonant modes and embedded quantum

dots, that is necessary for reaching the strong coupling regime. Once the right conditions are met, the

reversible nature of this mechanism could permit to switch the system in and out of the strong coupling

regime. Similarly, it can be used to realize photonic crystal-based switches and to modify the range of

operation of photonic devices, like add/drop filters or low-threshold lasers, integrated in a 2D photonic

crystal slab. Moreover, this tuning mechanism can be also exploited to obtain a spatial distribution of the

mode profile with an optical resolution comparable with λ/13 that is also beyond the typical resolution

of SNOM.

On the other hand, the dynamic tuning of the cavity modes by resonant and non-resonant heating of the

sample presented in the section 2.2.2 has the advantage of being completely reversible and also allows

to continuously tune the resonance of the cavity with no substantial reduction of the Q value and no
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Figure 2.16: FDTD calculation of the electric field intensity E 2, and its components E 2
x and E 2

x associated to the

mode M2 at a distance of 30, 90, 250 and 350 nm far away from the sample surface. The white circles superimposed

on the images denote the topographic positions of the pores of the photonic structure, distance between circles

300 nm

significant modification of the field distribution associated to the mode. Moreover, by combining the

high spectral and spatial resolution supplied by this technique, it is possible not only to locally modify

the photonic crystal cavity mode but also to exploit the mode itself as a local probe for the temperature

and therefore for probing the heat conduction in photonic crystal structures.

Finally, section 2.3 demonstrates that it is possible to obtain polarization sensitive maps of photonic

crystal cavity modes. In this particular configuration it is possible to access not only to the intensity

associated to the total electric field inside these kind of structures but also to their in-plane components

with a no-diffraction limited resolution.
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Chapter 3

Re-writable photonic circuits

In this chapter is presented a novel technique that permits to locally infiltrate the pore of two dimensional

photonic crystal with liquid suspensions. In particular, a realization of a re-writable and local source in-

side a Si-based Photonic Crystal nano-cavity is reported. By infiltrating a solution of colloidal PbS Quan-

tum Dots inside a single pore of the structure a Si-based nano-cavity is activated. The resulting sponta-

neous emission from the source is both spatially and spectrally redistributed due to the mode structure

of the photonic crystal cavity. The coupling of the quantum dot emission to the cavity mode is analyzed

by mapping the luminescence signal of the infiltrated solution with a Scanning Near-Field Optical Micro-

scope at room-temperature. Spectral characterization and mode profile are in good agreement with a three

dimensional numerical calculation.

3.1. Introduction

As already explained in chapter 1, a defect in an perfect photonic crystal structure can lead to localized

photonic states in the gap, whose properties would depend on the shape and geometry of the defect.

Based on the idea of intentionally introducing crystal defects, a broad range of potentially functional de-

signs, such as integrated micro-cavities, channel drop filters, optical switches, and low-threshold lasers

has been proposed [1, 2, 3, 4, 5]. Connecting such devices could essentially enable the photonic version

of an integrated electronic circuit. Traditionally, the experimental realization of such structures is limited

to simple photonic-crystal design variations, such as missing pores, pores of different sizes, or pores at

different positions, all of which must be incorporated at the growth stage of the photonic crystal.

An alternative and much more flexible approach for functionalizing two dimensional photonic crystals

consists of locally filling single pores of the crystal with liquids [6, 7]. If the refractive index of the filling

material is sufficiently larger than 1, the filled pore behaves the same as a missing pore, except that the

defect can be erased and overwritten. The infiltrated liquid can be easily removed by dipping the pho-

tonic crystal in an ultrasonic bath, opening the way to rewritable circuits and reconfigurable integrated

photonic-circuit chips. Moreover, using polymer composites enables the creation of permanent struc-

tures. The ability to address a single pore also allows creation of local light sources by filling pores with

active materials, such as colloidal quantum dots in solution.

An example of a rewritable circuit is provided in figure 3.1; the photons created by optically pumping
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Figure 3.1: A photonic circuit can be obtained by filling the single pores of a 2D photonic crystal with liquids.

Different devices can be integrated in the same sample: local light sources, bent waveguides, tunable waveguides,

micro-cavities, and so on.

the colloidal quantum dots are guided through the sample along a waveguide, obtained by infiltrating

adjacent pores in a linear geometry, until they reach a Y-shaped intersection. Here, depending on the

alignment of the liquid crystals infiltrated in the lower branch (blue), the photons propagate either in the

S-shaped branch or in both arms. Two point-defect micro-cavities are placed along the tunable waveg-

uide and can couple with the light flowing in the waveguide whenever the photon wavelength matches

their resonances. The use of liquids with different refractive indices allows the design of cavities that

couple light at different wavelengths and thus work as selective add/drop filters.

3.1.1. Local micro-infiltration setup

A local micro-infiltration apparatus [6] permits to perform a controlled liquid deposition inside the cen-

tral pore of the cavity. The system is based on micro-infiltration technology via hollow sub-micron size

pipettes. Its practical realization requires a precise control of all the elements of the experimental setup,

since the typical amount of liquid inserted in the pores of the photonic structure is of the order of fem-

toliter or less (three orders of magnitude smaller than the liquid droplets ejected by sophisticated ink jet

printers). The infiltration process is monitored by a commercial standard microscope (Zeiss, Axiotech)

equipped with a custom built Confocal Laser Scanning Microscope (CLSM) and a micro-infiltration sys-

tem (Eppendorf, Femtojet), developed for molecular applications, for transferring controlled amounts of
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Figure 3.2: Photos of the micro-infiltration setup. In the zoom the pipette used to infiltrate the sample, the tip of

the SNOM and the sample are clearly recognizable.

liquid in cells. The micro-infiltration system consists of a micropipette with an external diameter of less

than 1µm that can be moved with a precision of 0.1µm on the sample surface. Hydraulic transmissions

of the pipette movements strongly reduce vibrations. The actual infiltration is performed by bringing

the tip of the pipette in contact with the pore. Figure 3.2 is an image of the setup used to perform the

infiltration. The optical microscope is used to monitor the approach of the pipette to the sample surface

and to choose a specific pore to be infiltrated. When the pipette gets in contact with the sample a light

bending of the pipette is observed. Due to the sub-micron diameter of both the pipette and the photonic

crystal pores, capillary forces dominate the infiltration process. When the meniscus of the liquid inside

the pipette is in contact with the selected pore, due to the capillary forces, the pore is completely filled

up with the solution. Note that to trigger the infiltration it is not necessary that the pipette enters the

pore, it is sufficient that the liquid inside it just touches part of the pore walls. In order to have enough

spatial resolution to recognize the photonic structure an high numerical aperture (NA) objective is re-

quired. Of course, since one has to place the micropipette above the sample surface also a high working

distance (WD) is required. The good compromise is obtained by choosing a Mitutoyo Objective with

100X magnification and 0.7 NA, and 11 mm of WD.

3.2. Controlled Micro-infiltration for the realization of passive components

In this section the realization of passive photonic components, like wave-guide and cavities, is reported.

To that end a solution of water and the organic dye Rhodamine 6G is used to infiltrate the pore of a two

dimensional macroporous silicon photonic crystal [8]. The chemical and physical properties of this solu-

tion appear particularly appealing for the proposed approach: in fact, the refractive index of the aqueous

solution is large enough to induce the realization of localized state inside the photonic band gap. The

solution viscosity is small enough to facilitate the deposition in the sample pores, and, at the same time,

is not too volatile, in order to guarantee that the photonic crystal modification lasts in time; finally, it is

possible to observe if the liquid has been exactly infiltrated in the pores, by directly mapping the photolu-

minescence of the Rhodamine with the CLSM. This last characteristic is important since the transferred

liquid volumes are very small and yet should remain detectable. Once the solution is infiltrated in the

pores, it acts as local defect, while the Rhodamine allows to investigate the spatial distribution of the
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Figure 3.3: Scheme of the experimental setup. (a) The controlled infiltration task is accomplished by a micro in-

filtration system and monitored with a CLSM that can work both in (b) luminescence configuration and in (c)

reflection configuration. The opportunity of switching between the two configurations, without changing the in-

vestigated area of the sample, is essential for the control of successful infiltration at single pore level.

solution by looking at the sample with the confocal laser scanning microscope in luminescence config-

uration. A schematic representation of the setup is provided in figure 3.3.

The studied samples are characterized by triangular symmetry and lattice constant is 4.2 or 1.5 µm. The

silicon pore walls are covered with a thin silicon oxide layer to allow the wetting of the pores. Note that

the infiltration experiments are not restricted to this material and can be transferred to any other system

with the appropriate wetting properties.

Figure 3.4 shows a successful controlled infiltration at single pore level of the sample with smaller lattice

constant. Figure 3.4(a) is recorded with the CLSM in emission configuration exciting at λ= 488 nm, and

collecting the luminescence signal of the Rhodamine solution. See figure 3.3(b). In order to block the

excitation light, the CLSM is equipped with a dichroic mirror centered at 510 nm and a bandpass filter

with transmission band from 520 to 560 nm that has a large overlap with the signal of the Rhodamine

dissolved in water centered at 550 nm. The signal from the luminescent solution stems from the center

of the image. Figure 3.4(b) is recorded in reflection configuration without changing the scanned region

investigated in (a). By simply replacing the dichroic mirror with a standard 50/50 beam splitter and by

removing the bandpass filter. See figure 3.3(c). Since the sample structure consists in air pores organized

in triangular symmetry etched in bulk silicon, the dark regions, indicating low reflectivity, correspond to

the PC pores, while the light regions, indicating high reflectivity, coincide with the silicon veins between

the air pores. The comparison between figures 3.4(a) and (b) confirms that the controlled infiltration is

successful: the liquid has been introduced solely in the selected air pore.

The horizontal and vertical profiles along the center of the two images, reported in figures 3.4(c) and

(d), respectively, highlight that the position where in the first image there is a maximum in the signal,
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Figure 3.4: (a) Luminescence signal: a single pore of 1 µm in diameter has been infiltrated with the Rhodamine

solution. (b) Reflection image of the same sample region. (c) Horizontal and (d) vertical profiles along the center

of the images in a) and b). The perfect overlap between the maximum in the luminescence curves (red lines) and

the minimum in the reflection curves (blue lines) confirms that the solution is present only in the single selected

pore.

indicating the presence of the Rhodamine solution, corresponds exactly, in the reflection image to a

minimum of the signal, that coincides with the position of the air pore.

The emission properties of organic dyes depend, in general, on the solvent in which they are dissolved

and, in this case of water and Rhodamine 6G , once the water is evaporated the peak position shifts to

570 nm and gets a pronounced tail on the long wavelength side. By detecting this energy shift with

opportune filters it is possible to monitor the conditions and the time evolution of the intentionally in-

troduced defects. By collecting the emission image after one month no substantial modifications are

observed. This behavior presents a great advantage, both for studying the optical properties of inten-

tionally inserted local defects and for future applications based on the presented idea of rewritable pho-

tonic devices. Any liquid can be completely removed by adding HF to the liquid to dissolve the silicon

oxide layer, thereby converting the hydrophilic surface to a hydrophobic surface and successive heating,

and/or by using an ultrasonic bath.

Once demonstrated the feasibility of the technique, various structures are realized. Figure 3.5 shows

the results for an S4 waveguide, obtained by reiterating a building block of four infiltrated pores orga-

nized in a bended geometry. In figure 3.5(a) the luminescence signal from the infiltrated pores is shown.

Figure 3.5(b) reports the calculated band diagram associated with this structure, the calculations are

performed with definite-frequency eigenstates Maxwell’s equations solver free available online [9]. The

inset (I) of figure 3.5(b) shows the geometry of the waveguide. The gray regions correspond to propa-

gating modes in the bulk crystal and the white region corresponds to the photonic band gap. The S4
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Figure 3.5: Experimental realization of an S-shaped waveguide. (a) CLSM image collected in emission configu-

ration in the sample region where successive micro-infiltrations have created an S4-waveguide. (b) Calculated

band diagram (for the TE modes) of the structure reported in the inset (II) that simulates the experimental real-

ized waveguide. The bulk sample is characterized by a band gap between λ= 0.3ωa/2πc and λ= 0.5ωa/2πc. The

inserted waveguide determines the appearance of a miniband of guided modes around λ= 0.45ωa/2πc. Inset (I)

reports the variation of the dielectric constant that summarize the parameters chosen for simulating the S-shaped

waveguide: pore radius, r = 0.45a, water dielectric constant,ǫH2O = 1.77, bulk dielectric constant, ǫSi = 12. The

light blue spots represent the infiltrated pores. Inset (II) reports the calculated spatial distribution of the electric

field intensity associated with one of the mode introduced by the S-shaped waveguide inside the photonic band

gap.

waveguide introduces a mini-band of guided modes (red curves) in the band gap. As shown in the in-

set (I) of figures 3.5 the electromagnetic field associated with these modes is completely confined in the

waveguide, demonstrating that the linear defect, introduced by the local infiltration of water, gives rise

to an S-shaped waveguide in which light can propagate without losses at the sharp bends. By address-

ing each pore individually one can also design and realize waveguides with different refractive indices in

each hole, thereby creating, e.g., adiabatic bends with extremely small losses and solving the problem of

impedance mismatching between components.

3.3. Local and Re-writable light source inside a Si -based photonic crystal micro-cavity

This method is also suitable to activate passive material like silicon. In fact, the missing link between

electronics and photonics is the lack of a good active element or light source based in a silicon envi-

ronment. In this chapter it is shown how it is possible to introduce a local source in a silicon based

photonic device, using the micro-infiltration technique. The above described infiltration technology

permits to deposit, in a controlled way, a suspension of colloidal PbS quantum dots inside the central

pore of a photonic crystal nano-cavity. The advantages of merging nano-fluidics with photonics imply

the achievement of more functional and compact devices, also making them tunable, reconfigurable and

flexible. The developed technique permits to realize and investigate a local source in a silicon photonic

crystal cavity on nanometric scale. An additional feature is that the obtained functionality can be erased

and rewritten.
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Figure 3.6: Schematic representation of the activation of a nano cavity with the infiltration process.

Central idea

The opportunity to insert a light emitting element in photonic crystal nano cavities is of interest not only

for the applications but also for fundamental physics research [4, 5, 10, 11, 12, 13]. In this chapter the

realization of an active structure based on local infiltration of liquids in a photonic crystal is reported. In

particular, a re-writable local source in the telecom window (at 1.3 µm) inside a silicon photonic crystal

micro-cavity is realized. Even if in first experiments such quantum dot solutions were globally infiltrated

in the entire photonic crystal, by simply immersing the sample in a quantum dot suspension [14, 15, 16,

17], in this case the solution is located inside only one pore of the photonic crystals. While these initial

studies show that it is possible to achieve weak coupling between colloidal quantum dot sources and the

modes of the photonic crystal, they do not allow to create local sources that can be combined with other

functionalities in the same photonic crystals platform.

The emission spectrum of the infiltrated source is mapped with a spatial resolution of λ/5 by using a

commercial Scanning Near-Field Optical Microscope. The opportunity of having simultaneously the

information about the topography of the sample and the optical signal from the local source permits to

localize the signal in well-defined positions around the cavity, and to access the spatial distribution of

the optical modes. The spectral and spatial redistribution of the emission intensity assures the coupling

between the infiltrated sources and photonic crystal cavity modes.

Sample Description

The investigated sample is a two dimensional photonic crystal cavity realized in a suspended silicon

membrane with a thickness w = 260 nm. A triangular lattice of air holes with the lattice constant a =
350 nm and hole radius r = 105 nm is the underlying periodic structure. The cavity consists of an air hole,

with diameter of 635 nm, that replaces the central hole and its six neighbors. See figure 3.7. The sample

is fabricated on a 200 mm Silicon On Insulator (SOI) wafer from SOITEC with 1 µm silicon oxide layer

and a thin top silicon layer of 260 nm thickness, by means of Electron Beam Lithography (EBL) followed

by Reactive Ion Etching (RIE). A three-layer process is used for pattern transfer [18, 19]. A 500 nm-thick

Shipley S18 optical resist bottom layer, a 50 nm thick Ge middle layer and a 150 nm-thick polymethyl-

methacrylate (PMMA) top layer are first deposited on SOI samples. EBL is performed on PMMA resist

using a JEOL JBX5D2U vector scan generator at 50 keV energy. After developing the PMMA, patterns are
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Figure 3.7: Scanning Electron Microscope image of the photonic crystal micro-cavity is provided.

transferred into the other layers by means of standard RIE with CHF3 gas for the Ge layer and O2 for the

bottom layer. Finally, the silicon top layer (the core of the waveguide) is etched by RIE with a SF6 and

CHF3 gas mixture under optimized conditions to obtain vertical sidewalls. The remaining resist is finally

stripped off. The membrane is obtained by removing the silicon oxide layer by wet etching in a buffered

HF solution. A Scanning Electron Microscope (SEM) image of the sample is provided in the inset of fig-

ure 3.7. The design and cavity mode calculations are performed by means of a guided-mode expansion

method [20]. The main resonant frequency of the cavity is predicted to be near 1300 nm in order to match

its resonant frequency with the emission spectrum of PbS Quantum Dots (QDs) suspended in toluene.

The cavity structure with a large central hole is especially suited for local infiltration, in fact even if the

lattice constant of the studied photonic crystals is not resolvable in this condition, the big central hole is

well recognizable.

3.3.1. Near-field study of a Local and Re-writable light source

The emission spectra of the infiltrated QDs is collected by using a SNOM with an etched uncoated near-

field fiber probe [21] in illumination/collection configuration, as explained in the previous chapter in

the section 2.2.1. The sample is excited at 780 nm with an excitation density of roughly 1 MW/cm2 and

the emission spectrum of the infiltrated QDs is collected for each position of the tip. The opportunity of

having the spectral information combined with the topography of the sample permits to investigate the

mode profile of the cavity and to spatially map its local DOS.

Figure 3.8 shows a typical emission spectra of the QDs as infiltrated in the micro-cavity, compared with

a reference spectrum of the same QDs not embedded in a photonic structure. By considering these two

spectra, it is clear that the presence of the cavity induces one defined peak centered at d 1315 nm (with

a full width at half maximum of about 2 nm) and a broader band at 1257 nm, showing a clear frequency

redistribution of the photoluminescence signal. The presence of these peaks assures that the emission

of the QDs is coupled with the photonic crystal cavity modes. As will be shown below, these two peaks

correspond to the main resonant modes of the studied photonic crystal micro-cavity.

Figure 3.9 shows some spectra collected at several positions inside (A,B ,B ′) and outside (O) the cavity.

By comparing the relative amplitudes between the two peaks at 1257 and 1315 nm it is clear that the

emission is strongly dependent on position. In particular, in A the contribution of the broader mode

dominates, while, outside the cavity region, the mode at 1315 nm is more intense, proving that the two
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Figure 3.8: Photoluminescence spectrum of QD infiltrated inside the structures (black line) compared with the

spectrum of the same QD outside the cavity (grey line).

Figure 3.9: (a) Shear force topographic image (2×2 µm) recorded with the near-field scanning optical microscope;

the labeled circles represent the regions where the near-field spectra are collected. (b) Near-field spectra collected

for different positions indicated in the topographic image in (a).

modes have a distinct spatial distribution. The spectra collected in the two symmetric, and therefore

ideally indistinguishable, positions (B ,B ′) highlight the role of the disorder in the sample, which can be

retraced both to fabrication and to a slightly asymmetric infiltration. In fact, although the integrated

signal and the relative amplitudes between the two main cavity modes are quite similar, different peaks,

especially at high energy, appear more evident in B ′ with respect to B .

The quality factor (Q) of the infiltrated micro-cavity drastically depends on the quality (grade) of the

infiltration process. The introduction of an uncontrollable amount of material, like clustered QDs, inside

the central hole can induce a decrease of Q.

In figure 3.10 the QDs emission spectra with two different infiltrations processes are reported. The dif-

ference in the quality of the infiltration is clearly visible comparing the topography images recorded after

the infiltration process. In particular, in the topography image reported in the inset (I I ) the presence of

clustered quantum dots in the central hole of the cavity does not permit to recognize the position of the
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Figure 3.10: Near-field spectra related to two infiltrations performed on different samples with the same nominal

parameters. If a not perfect infiltration is performed a reduction of the Q-factor by a factor of 4 is obtained. In the

insets the topography images of the samples for the two different infiltrations are reported, in particular the inset

(I) presents the topography image (2×2 µm) of the sample surface obtained in correspondence of the spectrum in

black line, while the inset (II) corresponds to the spectrum in gray line.

central hole, while in the case of the inset (I ) the central hole is clearly visible in the topographic im-

age, indicating that a more clean infiltration process has been obtained. In the high quality infiltration

(black line) the spectrum is red shifted and the quality factor is increased by a factor of 4 compared to

the infiltration reported in gray line. In this last case, in fact, the deposition of clustered quantum dot in

correspondence of the hole modify the photonic environment of the cavity and consequently decreases

its Q value. To avoid the deposition of uncontrolled amount of clustered material the solution of the col-

loidal QDs is sonicated before performing the infiltration. Once performed the infiltration, the sample

could be cleaned by immersing it in a bath of Toluene, washing it using ethanol finally letting it dry inside

an oven.

From the collected data it is possible to obtain, for a selected wavelength, the spatial distribution of

the local source signal. Figures 3.11(a) and (b) show the spatial intensity distribution associated to the

cavity peak at wavelength of 1315 nm and to the broader band at 1257 nm, respectively. The comparison

between the experimental images indicates that the these spectral features present completely different

spatial distributions: while the band at 1257 nm is concentrated in the center of the cavity, for the cavity

peak the maximum of the signal is located outside the cavity region and it presents a preferential axis.

In order to better understand the experimental results 3D FDTD calculation using a commercial FDTD

Maxwell equation solver are performed. The system is modeled as a free-standing photonic crystal mem-

brane with micro-cavity, using the nominal parameters of the sample. To excite the cavity modes, the

sources are placed in the central hole, whose refractive index is chosen to be 1.45 as in the experimental

configuration. Figures 3.11(c) and (d) show the square of the electric field along the x-axis (Ex)2 at a dis-

tance d = 1.37 µm far from the sample surface for the two modes at 1315 nm and 1257 nm, respectively.
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Figure 3.11: (a) and (b), Measured spatial intensity distributions associated to the cavity peak at 1315 nm, and to

the broader peak at 1257 nm, respectively. At 1257 nm the emission stems predominantly from the infiltrated pore,

while at 1315 nm the intensity distribution is concentrated outside that region. This is a signature that the cavity

mode is anyway excited, although the electric field amplitude shows a minimum where the sources are located. (c)

and (d), calculated intensity distributions of the electric field component along the x axis, at 1315 nm and 1257 nm,

respectively. The size of images (a)-(d) are 2×2 µm. (e), The experimental spectrum obtained integrating all over

the image (black line) is compared with the calculated spectrum of the intensity associated to the electric field

component along the x axis (red line) over the same scanning region at distance d=1.36 µm.

In figure 3.11(e) the experimental spectrum obtained integrating the signal in the whole scanning region

is compared with the calculated one. As is evident in the results presented in figure 3.11, a good agree-

ment with the experimental data is obtained, reproducing both the spatial distribution of the modes and

the emission spectrum.

As already introduced in the previous chapter in 2.2, the exact calculation of what the near-field probe

really collects requires, in principle, the knowledge of the transfer function of the SNOM tip, which de-

pends on the tip itself. This analysis is practically not feasible, so that the problem has to be simplified.

To that end, one can assume that the near-field map detected by the tip can be retraced by calculating

the theoretical map at an effective distance d from the sample surface [22]. In this way, the value of d

does not represent the real height of the tip, but it is an effective free parameter that deals with the fact

that the SNOM tip does not collect only the evanescent field of the cavity, but it is also sensitive to the

radiative field.

In figure 3.12 it is studied how the spatial distribution (Ex)2 varies as a function of the distance d . For

the case of the mode at 1315 nm (figure 3.12(a)) the electric field intensity tends to propagate in two

separated angular patterns and the spatial separation between the two lobes increases with d . A good

agreement with the experimental data is found for d = 1.37 µm (white dotted line in figure 3.12). At

this distance, the calculated intensity distribution associated to the cavity modes and the spectrum of

(Ex)2 well reproduces the experimental results also for the modes at 1257 nm reported in figure 3.12(b).

Moreover the presence of a preferential symmetry axis observed experimentally can be retraced to the

presence of an asymmetry in the central cavity hole, which is also visible in the topographic image pro-

vided in figure 3.9(a). In particular, the calculation assures that when the central hole is elongated along
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Figure 3.12: (a) and (b), Distribution of the intensity of the electric field component along the x-axis collected in

a vertical plane along the y-direction and centered in the middle of the cavity (image size 2.3×3 µm) for the two

cavity modes at 1315nm and for the broadened band at 1257nm. The white dotted line represents the effective

height in with the simulated profile of the electric field (yellow dotted line) is collected. The yellow continuous

lines represent the normalized experimental profile of the photonic crystal cavity mode.

the y direction, with an ellipticity of a few percent, the electric field component along the x axis Ex dom-

inates, allowing to compare the experimental data with the (Ex)2 component calculated in a circular

cavity. Altogether, the agreement between theory and experiment is fully satisfactory, demonstrating

that the cavity structure is close to design and that the effect of spatial and spectral redistribution on QD

emission is due indeed to the occurrence of local cavity modes.

3.4. Conclusion

In this chapter a technique that permits to infiltrate, at single pore level two dimensional photonic crys-

tals is presented. This method could be exploited not only to write and functionalize defect in photonic

structures, but also to introduce local sources in a Si -based devices. The redistribution of the spon-

taneous emission of the light emitted by the quantum dots assure the coupling of their emission with

the modes of the photonic cavity. The Q and the overall performance of the photonic microstructure in

controlling spontaneous emission can be further improved, with the possibility of observing quantum

electro-dynamical phenomena like the Purcell effect [23] in a Silicon environment. These results are

potentially useful for application in the field of integrated emitting structures because they offer, at the

same time, the flexibility to exploit local emitters in silicon substrates and the opportunity to erase and

rewrite them. Also, the high sensitivity of the cavity resonance line to local refractive-index variations

could be further developed and exploited for nano-scale detection purposes in a silicon environment.
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Chapter 4

Vortices and field correlations in the

near-field speckle of a three dimensional

photonic crystal with a certain degree of

disorder

In this chapter an experimental study of near-field speckle observed from photonic crystals is presented

and analyzed from different perspectives. Vortices in these speckle patterns and the statistical properties

of their morphological parameters are observed and analyzed. This allows to make a comparison between

speckle from photonic crystals and that from completely random systems. Analysis of the field correlation

functions allows to determine important sample parameters like the transport mean free path, diffusion

constant, and effective refractive index.

4.1. Introduction

Photonic crystals, no matter how accurately prepared, contain a certain level of disorder due to size

fluctuations of the scattering elements and other structural imperfections. This disorder can be small

but it usually plays an important role in determining their optical properties, especially in the case of

three dimensional photonic crystals [1]. Disorder does not destroy interference, but it makes the optical

behavior of photonic crystals much more complex and it gives rise to multiple scattering which leads

to intensity patterns, known as speckle [2]. The phase and amplitude distributions of a speckle pattern

contain important information like the local density of states [3], and exhibit interesting features like

phase singularities [4, 5, 6, 7]. Even if the understanding of speckle patterns in terms of amplitude and

phase for disordered systems is rapidly growing [8, 9, 10, 11, 12], little is know about their behavior

in partially ordered systems like photonic crystals. In pioneering theoretical work on this topic, it was

shown that the speckle generated by the intrinsic disorder in a photonic crystal contains a lot of useful

information like the width of stop-band [13].
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Central idea

In this chapter the experimental study and the analysis of speckle patterns generated by three dimen-

sional photonic crystals with a certain degree of disorder are reported. This study is performed in the

near-field using a phase-sensitive technique. Different properties of the speckle patterns that are known

to exist in random systems are also observed in this case like for example phase singularities (vortices).

Moreover, a complete characterization of the electric field for different wavelength can be used to deter-

mine sample parameters like the average refractive index, the mean free path, and the diffusion constant

of photonic crystals.

4.2. Phase Singularities from a three dimensional Photonic Crystal

Phase singularities are lines in space, or points in the plane, where the phase of the complex scalar wave

is undefined. The first experimental observation of phase singularities goes back to the 1973 for sound

waves [4]. When an ultrasonic pulse containing few quasi-sinusoidal oscillation is reflected in air from a

rough surface the scattered wave trains contains dislocation, which are closely analogous to those found

in imperfect crystals. This work was originated in order to understand the radio echoes from the bottom

of the Antarctic ice sheet. Up to now a lot of interesting work on phase singularities as topological objects

of wave fields appears in a variety of physical scenarios, from radio wave [4], through microwaves [7]

to optical frequencies [5], but also in non linear optics [14] to atomic physics [15]. In the following

analysis regards optical singularities and their statistical proprieties related to speckles pattern from a

three dimensional photonic crystal.

Sample description

The sample under investigation is a three dimensional photonic crystal, in particular a silica stynthetic

opal grown using a dip coating technique [16]. The silica nanospheres used to realize the sample are syn-

Figure 4.1: Sample description (a) Scanning Electron Microscope image of at the edge of the opal. (b) Reflection

measurement along the Γ direction.

thesized during the hydrolysis of tetra-ethyl-ortho-silicate (TEOS) using N H3 as a catalyst and ethanol as
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Figure 4.2: Schematic representation of the experimental setup. A tunable laser light source is coupled into the

three-dimensional photonic crystal. The probe of the microscope (a scanning electron microscope image is pro-

vided in the inset (I)) collects a fraction of the field inside the sample. This light is interferometrically mixed with

the reference light of the same laser. Only the resulting interference signal is recorded.

a solvent. To that end, given amounts of ethanol (145 mL) and ammonia (32 mL) solution are introduced

into a three-neck round flask of 250 mL equipped with a refrigerating system. The mixtures are stirred

in a centrifuge at 300 rpm to homogenize them. Then, an ethanolic (58 mL) solution of TEOS (14.5 mL)

is prepared separately and introduced continuously in the medium at a precise rate thanks to a single-

syringe pump. The reaction occurred at room temperature under continuous stirring for over 24 hours.

The spheres diameter obtained in the synthesis is 730 nm, with 4% of polidisperisty. The growth of sil-

ica direct opals is performed using the dip-coating technique[16]. It consists of a self assembly method

which involves placing a nearly vertical substrate in the suspension of nanospheres (0.2 vol%), as previ-

ously obtained. Under suitable conditions (T = 20−40 ◦ C and P = 1−10 torr), the evaporation of the

solvent, taking advantage of the meniscus forces, leads to the deposition of ordered three-dimensional

packing (FCC structure with [111] plane parallel to the substrate).

A Scanning Electron Microscope image of the sample is provided in figure 4.1(a). Reflection measure-

ments, performed along the Γ direction of the opal, exhibit a Bragg peak centered at 1550 nm with a

reflectivity of roughly 30%. See figure 4.1(b). This low value of reflectivity indicates that the opal has an

appreciable degree of disorder.

Setup description

In order to completely characterize the electric field in terms of amplitude and phase, the sample is

studied using a near-field and phase-sensitive technique. A near-field optical microscope is incorpo-

rated into a Mach-Zehnder interferometer as shown in figure 4.2. A tunable light source is split into two

parts, denoted signal and reference branch. In the signal branch linearly polarized light is coupled into

the structure by focusing it at one side of the [111] plane of the opal, travel through the sample and it is fi-
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Figure 4.3: (a)Schematic representation of the geometry of the real (/imaginary) tangent plane: the angle that

measure the orientation of the plane respect to the x axis is tanθR = Ry

Rx
(tanθI = Ix

Iy
), while the slope of the plane

is ∇R(x, y) or ∇I (x, y).(b) Vortex internal coordinates x′ and y ′, ρ measures the rotation of the vortex coordinate

system relative to the laboratory x,y frame. Σ defines the angle between the y ′ and x′ and the σ measures the

deviation from the orthogonality of the internal vortex coordinate system, skewness.

nally collected by an aluminum-coated tapered probe [17]. The light from the two branches is then mixed

interferometrically and collected. A set of measurements in the same zone of the sample for different in-

cident wavelengths ranging from 1440 nm to 1590 nm are performed. This technique has been shown

to be very efficient in analyzing the optical properties of photonic materials and in particular photonic

crystals [18, 19, 20]. Combining a near-field microscope with an interferometer provides amplitude and

phase information of the light for every position of the probe with a sub-wavelength resolution [21, 22].

4.2.1. Phase Singularities parametrization

To understand better the meaning of a phase singularities it is convenient to consider the conventional

field representation as:

E (x, y)=
√

U (x, y)exp[iΦ(x, y)]= R(x, y)+ i I (x, y), (4.1)

where R(x, y) and I (x, y) are the Real and the Imaginary part of the wave function, the intensity U is

U (x, y) =R2(x, y)+ I 2(x, y), (4.2)

and the phase Φ is

Φ= arctan

[

I (x, y)

R(x, y)

]

. (4.3)

In this formalism a phase singularity is defined as a point where both the Real and the Imaginary part of

the field are null and consequently the phase Φ remains undefined (singular). Since these points are first

order zero of R and I in their vicinity one can consider:

R(x, y)= Rx x +Ry y and I (x, y)= Ix x + Iy y (4.4)

where Ri =
δR(x,y)

δi
and Ii =

δR(x,y)
δi

with i = x, y and the origin of coordinates are moved to the vortex

center. From equation 4.4 it follows that four independent parameter are required for a complete char-

acterization of the vortex wave function. Moreover in the proximity of a vortex the phase field could be

written as:

Φ(θ) = arctan

(

1+ A tanθ

B +C tanθ

)

(4.5)
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where A = Iy

Ix
,B = Rx

Ix
and C = Ry

Ix
. As Φ depends only on θ, contours of constant phase are straight lines

that radiate outwards from the vortex center and form a phase star that satisfy:

Φ(θ+π) =Φ(θ)+π. (4.6)

These last two equations imply that the phase is path dependent at the origin and so it is undefined

(singular).

In order to describe accurately the vortex field two different parameterizations are proposed [23, 24].

Even if the second type of parametrization is more intuitive, in the following analysis the first type it will

be used because it is more suitable for the collected data. In the Freund parametrization the vortex field

is described in terms of the local geometry of the Real an Imaginary part of the electric field. Since both

functions in the proximity of a vortex center are well approximated by their tangent planes (equation

4.4), the parameter that well characterize the vortices are the slopes and the orientation of these planes.

Figure 4.3 shows a schematic representation of the parameters that characterize the vortex field.

In particular, θR and θI measure the orientations of the Real and Imaginary planes respect to the x axis,

respectively. While the slope of these planes are defined by ∇R(x, y) and ∇I (x, y).

By considering a new coordinate system defined as in figure 4.3(b), the vortex wave function is described

as:

E (x ′, y ′) = a(x ′ + iαy ′) (4.7)

where a is the vortex amplitude (that is the spatial dimension of the vortex) and and α is the vortex

anisotropy. In this natural coordinate system one obtain that:

where ρ is the vortex orientation angle and σ is the skewness parameter. In terms of Real and Imaginary

part of the field the vortex amplitude a and the anisotropy α are:

Using these parameters the wave function is written as:

With the described parametrization the expression for the phase reported in equation 4.5 became:

Φ(θ,α,ρ,σ) = arctan

[

αsin(θ−ρ−σ)

cos(θ−ρ)

]

(4.8)

Once defined the parameters that completely describe the vortex it is more interesting to consider their

statistical behavior. In fact, when there are many vortices, the contours of constant phase generally starts

to curve as one recedes from the vortex center and the phase pattern becomes more complicated. The

utility of each vortex parametrization consists in the ease and the simplicity with which the parameter of

different vortices can be measured and compared.

4.2.2. Phase Singularities determination and characterization

As explained in section 4.2 the combination of a near-field microscope with an interferometer provides

amplitude and phase information of the light for every position of the probe with a sub-wavelength

resolution. Figure 4.4(a) shows a typical map of the electric field amplitude collected by the near-field

probe where the speckle fluctuations characteristic of random systems are clearly recognizable. Figure

4.4(b) provides the map of the phase collected in the red square. To locate the vortex position accurately
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Figure 4.4: (a) Example of the electric field amplitude distribution collected by the near-field microscope at λ =
1442 nm. The red dots in correspondence of the zero values of the field amplitude correspond to the position of

vortices. The dimension of the red box is 4 by 4 µm. (b) and (c) are two zooms in the zone indicated by the red

square. In particular, (b) is the map of the phase as a function of position, (c) is the map of the zero lines of the

real part and the imaginary part of the field. The intersections of these two lines, indicated with the colored circles,

represent the position of vortices.

in the maps the lines where both R(x, y) and I (x, y) are zero are identified. The vortex centers are located

at the crossing points of these lines. In figure 4.4(c), the zero crossing map of R(x, y) (grey line) and I (x, y)

(black line) is provided. Now the vortex positions are indicated by the colored circles at the intersections

between these lines.

Sign Principle

Freund et al. showed that these vortices must obey a fundamental sign-principle, namely that nearest

neighbors on the same zero crossing line should be of opposite sign [6]. This means that, when a certain

vortex has an increasing phase when rotating clockwise, its adjacent on a zero crossing should have a

decreasing phase when rotating in the same direction. The reason behind this concept is topological, and

should therefore hold for any type of vortex field, including that one generated by a partially disordered

photonic crystal. To verify the sign principle, the derivatives of the phase at the position of the vortices

are calculated along the two directions in the plane, as:

sign(vortex)= sign(Rx Iy −Ry Ix ) (4.9)

This method provides a simple way of determining whether the phase increases or decrease when ro-

tating around the phase singularity. It is observed that nearest neighbors are indeed anti-correlated. As

much as 85% of the identified vortices have nearest neighbors of opposite sign. The fact that an anti-

correlation of 100% is not found can be attributed to errors in the identification of vortices itself, due to

the finite spatial resolution.
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Figure 4.5: (a)-(d) Vortex morphological parameters distributions for ρ, σ, α and a/< a > , respectively.

Vortex morphological parameters distributions

To provide a more detailed characterization of the vortex field, the vortex morphological parameters

and their statistical probability densities are calculated from the experimental data. The experimental

results are compared with the theoretical results for fully disordered structures [23, 25]. It is convenient

to investigate the statistical behavior of the geometrical parameters associated to the tangent planes of

R and I at the vortex position as presented in the section 4.2.1.

In figure 4.5(a) the angular distribution ρ is presented. This distribution shows two well-defined maxima

in correspondence of ±π
2

. In the case of a Gaussian random wave field in the far-field the probability den-

sity for the vortex rotation angle ρ is uniformly distributed between −π and +π since there are not any

preferred direction for the vortices. The fact that the vortices are predominantly orientated along the y

axis (that is, perpendicular with respect the polarization direction) can be attributed to the polarization

dependence of the speckle pattern in the near-field [26, 27, 28, 29]. Figure 4.5(b) shows the probabil-

ity distribution of the vortex skewness σ folded in the interval −π
2 /+ π

2 . The fact that this distribution

present a maximum around the value zero assure that the vortex natural coordinate system is usually

orthogonal. In figure 4.5(c) the probability distribution of the vortex anisotropy (α= tanφIm

tanφRe
) is reported.

The most probable value of α is α = 0.75, indicating that in most cases the vortices present a substan-

tial degree of anisotropy. Finally, figure 4.5(d) shows the probability distribution of the vortex amplitude

a = tanφRe . This probability distribution is analogous to the one calculate for the isotropic random case.

The same statistical behavior of these parameters is observed for the entire wavelength range that it has

been investigated in the experiments (from 1442 nm to 1527 nm). These results demonstrate that the

effect of the photonic crystal in the vortex morphological parameter is irrelevant, that allows to average

over all wavelengths the probability distributions reported in figure 4.5 in order to improve the signal to

noise ratio of the analysis.
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Figure 4.6: (a) Histogram of the distances distribution between vortex centers for the first, second and third neigh-

bors. (b) Value of β for first to seventh nearest neighbors.

Vortex spatial distributions

In addition to the morphological proprieties of the vortices, it is important to consider their spatial distri-

bution as well [30]. From the experimental data one can observe that the vortices density is comparable,

within the error, with the half of the inverse of the coherence area as expected for the far-field case. Figure

4.6(a) presents the histogram of the distance distribution between vortex centers for the first, second and

third neighbors. In order to highlight effects of spatial correlation, these distances are compared with the

case of a completely random distribution. After defining β= dm/dr as the ratio of the measured average

n-th nearest neighbor separation (dm) to that calculated for the random distribution (dr ), it is interest-

ing to notice that the vortices are systematically spaced more widely apart than would be expected for

a purely random distribution. Figure 4.6(b) shows the values of β for the first seven neighbors, which

reveals that the vortices appear to weakly repel one to another, as expected theoretically [6].

4.3. Correlation properties of the Speckles Field

A speckle pattern contains vast information about the particular realization which produced it and can

be described in statistical terms. The statistical properties are well represented by the correlation func-

tion, defined as:

CE (∆x,ν) =<E (x,ν)E∗(x +∆x,ν)> . (4.10)

This quantity yields information about the transport proprieties of the sample that are usually hidden

inside the speckle pattern. The spatial field correlation function for a fully random system is known for

scalar waves and is the sum of a short range, a long range, and an infinite range contribution [11]. In

most experimental configurations the short range term, which is basically a measure for the size of the

speckle spots in the sample, dominates. Also in this case, it is expected that this term dominates because

there is no reason a priori why the theory should apply at all, given the fact that a disordered photonic

crystal is considered.

The spatial dependence of the spatial correlation funcion for a monochromatic source has been calcu-

lated in Ref. [11] and is given by:

CE (∆x,ν)=
1

1+2δ

[

δ
sin k∆r

∆r
+

J1(k∆r )

k∆r

]

(4.11)
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Figure 4.7: (a) Real part of the spatial correlation function of the electric field (dimensions 8x8µm). (b) Imaginary

part of the spatial correlation function of the electric field (dimensions 8x8µm). (c) Cuts of the Real (dotted lines)

and the Imaginary (straight lines) part of the spatial correlation function of the electric field, in particular the black

ones are the cuts along the y axis, while the red ones are along the perpendicular direction. (d) The dotted black

line reports the cut along the y direction of the real part of the correlation function, while the the black straight line

is the fit of the real part of the correlation function obtained considering the theory for random systems reported

in [11].

where δ= zǫ/lt depends on the extrapolation length and the transport mean free path. This expression

shows that the correlation in a speckle pattern is modulated by the sync oscillating on the scale of the

wavelength. Equation 4.11 predicts, for the two-dimensional correlation function, a perfect circular sym-

metry since it is supposed to have a perfectly random sample (no preferential directions) and because

no polarization effects are considered. In the case of a photonic crystals, Shapiro in Ref. [13] shows that

there is quantitative relation between the angular anisotropy of the intensity correlation function and the

with of the stop band of the photonic crystal. In this case the spatial correlation function is presented in

figure 4.7.

In particular, figure 4.7(a) and (b) show the Real and Imaginary part of the spatial correlation function

obtained from the measurements, at λ = 1442 nm. In the figure 4.7(a) it is possible to observe an evi-

dent radial anisotropy. This preferential direction highlights a polarization dependencies of the speckle

pattern. In particular one can recognize principally two aspects: first, the spatial correlation length of

the field is much larger in the direction of the polarization (x) than in the perpendicular direction. Sec-

ond, there are other anisotropic features that depends on the selected direction and on the wavelength.

Since the first type of anisotropy of the correlation function is independent from the wavelength, one

can exclude that it is induced by the photonic structure. While in the second case, the other anisotropic

features in the image are wavelength dependent and indicate an underlying spatial periodic structure.

For a complete random sample they are expected to vanish exponentially with the distance from the

center. Since a complete theory that describes the near-field speckle pattern of an ordered medium with

an appreciable degree of disorder is still missing, the results are compared with the ones obtained for

a fully random structure. This comparison can still give some insight by looking at the similarities and

differences. The fact that the correlation length is larger along the polarization direction respect to the

perpendicular direction is well explained considering that speckle pattern in the near-filed is polariza-
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tion dependent [26, 28, 29].

Moreover, the experimental spatial correlation profile along the y axis matches very well the theoretical

curve for random systems, given by Freund et al. in [31]. See Fig.4.7(d). This allow to perform a fit to the

value of the effective refractive index which gives the value: n= 1.07±0.07. This value is constant within

the error for all the wavelengths considered and it is in agreement with Maxwell-Garnett theory. The

profile along the x axis, on the other hand, does not have the same shape and it is not possible to find a

match with the same theory 4.7(c). Figure 4.7(c) also provides the profile along the y and the x axes of the

imaginary part of the spatial correlation function. This imaginary part should vanish in a homogeneous

isotropic system, as can be easily seen as follows. In this case CE (∆x) = CE (−∆x), due to translational

invariance, so that CE (∆x) = C∗
E (−∆x). From the image 4.7 one can clearly see that the imaginary part

is not zero but exhibits oscillations. These oscillations are most likely due to the underlying photonic

crystal structure, which is spatially periodic.

By repeating the measurements for different wavelength is is also possible to calculate the spectral cor-

relation function, defined as:

CE (∆ν)=< E (ν)E∗(ν+∆ν)> . (4.12)

Where the brackets denote an ensemble average. The correlation function is calculated from the mea-

surements taking the average over different (distant) positions on the sample. From this quantity it is

possible to to determine the diffusion constant and mean free path of a system, in fact the formal ex-

pression of this quantity is given by [11]:

CE (∆ν)=
sinh(q0a)

sinh(q0L′)

sinh(αL′)

sinh(αa)
(4.13)

where L is the length of the sample, L′ = L +2zǫ is the effective length of the sample, α is the inverse of

the absorption length α= 1/
�

Dτα and τα is the absorption time and D the diffusion constant. Moreover

a = 5lt /3 is the randomization distance and q0 = 0.5(
√

α4 +β4 ±α2) with β=
�

2π∆ν/D.

Figure 4.8 provides the spectral correlation function, compared with theory for random systems [11]. A

good agreement between the two curves is found by considering a mean free path of lt = 2.2± 0.5µm

and a diffusion constant of D = 70± 10m2/s fixing for the refractive index the value n = 1.07 obtained

from the spatial correlation function, and considering the minimum sample dimension of L = 12±2µm.

From the comparison the absorbtion length is considered larger than the sample thickness. As expected,

different values of lt and D can be obtained from the fit if the sample dimension is changed. L = 12µm

is measured from the SEM images of the sample.

4.4. Conclusions

In conclusion in this chapter the phase and amplitude of speckle generated by photonic crystals is stud-

ied in the near-field regime. Phase singularities are observed and the statistical properties of their mor-

phological parameters are analyzed finding analogies and differences with respect to the case of a ran-

dom structures. Moreover, the field correlations of the near-field speckle are exploited to estimated from

that the amount of disorder in the system. Starting from the spatial and spectral correlation function the
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Figure 4.8: Spectral correlation function, the black dots represent the experimental data, while the grey line is the

result of the fit for the spectra correlation function(as presented in [11]).

refractive index, the mean free path and the diffusion constant of the sample are estimated. An exhaus-

tive theory that take into the account both the effects of random multiple scattering and the underlying

photonic crystal is still missing. In order to develop it one would have to calculate the Green’s function

for propagation taking into account both effects. Of course this calculation should include also the polar-

ization, that, as highlight by the measurements reported in this chapter, is expected to by very important

in a photonic crystal based structure.
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Chapter 5

Anderson Localization from a two

dimensional photonic-crystal like structure

In this chapter is discussed the existence of spatially localized modes at the near infrared wavelengths in

a system composed of a two dimensional random array of air holes embedded in a GaAs membrane of

dielectric material. The near-field intensity spectra and their spatial distributions indicate waves localiza-

tion in the disordered system. The spatial localization properties are not influenced by out of plane losses

while the spectral properties can be dramatically modified by this extra dimension. This result can be con-

sidered as a fundamental step in the field of Anderson localization of light in high dimensional systems.

Moreover, the considered samples can be analyzed as a disordered version of two-dimensional photonics

crystal based devices, where the performance of the device are engineered by engineering the disorder.

5.1. Introduction

When light propagates in a structured inhomogeneous material it is multiply scattered [1], which means

that it changes its direction every time it encounter with the elements that constitute such inhomogene-

ity (scattering elements). If the distance between two scattering events (transport mean free path) is

comparable to the wavelength, the interference phenomena can lead to localization. In this condition

the diffusion processes vanishes, and transport, that can not be described in a classic way, is inhibited.

This peculiar regime is called Anderson Localization [2]. For three dimensional system, there is a phase

transition between propagating states and localized state as a function of the disorder strength.

In the case of photons the achievement of strong scattering, that is necessary to have a sufficient disor-

der strength, is not trivial and consequently the realization of localizing materials is difficult [3, 4, 5]. As

for every phase transition, the dimensionality of the system plays an important role. Indeed, the scal-

ing theory predicts that for infinite system in one and two dimensions, all waves are always localized

[6]. For one dimensional systems, Anderson localization has been observed for sound [7], light [8], and

matter waves [9, 10]. According with the scaling theory the two dimensional case should be the critical

case: lower dimensional systems are all localized, and higher dimensional systems should present both

a diffusive regime and a localized regime. The particular case of transverse Anderson localization in two

dimension has been observed [11], but the observation of this phenomenon in two dimensional system
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Figure 5.1: Schematic representation of light localization process in a random array of air holes embedded in a

slab waveguide. The blue arrows represent the out-of-plain scattering (losses), while the red ones represent the

in-plain scattering. The inset shows a cross section of the slab waveguide and it gives an intuitive explanation of

the guided and radiative waves. The cyan area in the inset represents the light cone of the light that is not confined

in the sample for total internal reflection.

is still missing.

Central idea

The main concept of the chapter is to study how it is possible to realize a complete two dimensional

system that allows to achieve localization of light in the near infrared region. In this case the system

consists in a high refractive index membrane with a random assembly of air pore inside. The mechanism

of light localization in such two-dimensional disordered waveguides results from an interplay between

the scattering from the holes and the ability of the waveguide to guide the scattered waves. This interplay

between in-plane localization and lateral confinement induces the formation of modes confined in three

dimensions.

Figure 5.1 illustrates schematically such process. Once light is generated or coupled inside the structure,

some photons will be guided in the membrane (red arrows), while other photons will immediately leave

the membrane and are lost (blue arrows). Each subsequent scattering event produces a broad range

of k-vectors. The scattered waves with k-vectors below the light cone, (red arrows in the inset of figure

5.1) will be guided and scattered again, while those with k-vectors above the light cone (blue arrows

in the inset of figure 5.1), will be radiated in air, and lost. This out-of-plane losses could decrease the

probability of having a random path of constructive interference, hence preventing localization. To have

a better idea about localization properties of a two-dimensional random array of air holes sculpted in a

dielectric membrane, a series of numerical simulations are performed to investigate the role of the main

parameters that define the sample. The scope of the numerical characterization is to define a windows
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the scattering from the holes and the ability of the waveguide to guide the scattered waves. This interplay

between in-plane localization and lateral confinement induces the formation of modes confined in three

dimensions.

Figure 5.1 illustrates schematically such process. Once light is generated or coupled inside the structure,

some photons will be guided in the membrane (red arrows), while other photons will immediately leave

the membrane and are lost (blue arrows). Each subsequent scattering event produces a broad range

of k-vectors. The scattered waves with k-vectors below the light cone, (red arrows in the inset of figure

5.1) will be guided and scattered again, while those with k-vectors above the light cone (blue arrows

in the inset of figure 5.1), will be radiated in air, and lost. This out-of-plane losses could decrease the

probability of having a random path of constructive interference, hence preventing localization. To have

a better idea about localization properties of a two-dimensional random array of air holes sculpted in a

dielectric membrane, a series of numerical simulations are performed to investigate the role of the main

parameters that define the sample. The scope of the numerical characterization is to define a windows
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Figure 5.2: (a) Scattering cross section of an air hole of 300 nm of diameter embedded in a high index (n = 3)

dielectric medium. (b) Spectral distribution of the intensity inside a 2D random sample for different waiting times.

The spectra show a set of randomly placed peaks. Their number reduces at long waiting times, when the localized

modes with long lifetime survive. (c) Spatial distribution corresponding to a long lifetime peak.

of structural parameters that allow to grow sample where localization effects are observable.

5.2. Anderson Localization in a 2D random slab waveguide

The sample design is optimized by performing numerical calculation. By varying the filling fraction of

the structure, the hole dimension and the thickness of the membrane it is possible to obtain a window

of frequencies where the in-plain scattering is maximized in order to facilitate the localization process.

In this condition the out of plane losses are minimized and the probability to have a random path where

the constructive interference takes place is maximized.

5.2.1. Samples Design

Numerical characterization of the system has been realized solving Maxwell-Equations with a full 3D

FDTD code. First simulations have been performed in pure 2D system neglecting the finite thickness of

the slab waveguide. Two dimensional simulations are very fast and accurate and allow to characterize

the in-plane scattering as a function of the hole diameters and filling fraction of air pores. The simulated

system consists on an assembly of randomly placed circular air holes with a diameter 300 nm, in a high

refractive index material (n = 3) with a dimensions of 25x25 µm. The refractive index of the bulk is

chosen a little bit smaller with respect to the three dimensional case in order to have (both for two and

three dimension) localized state in the frequency region around 1.5µm. The diameter has been chosen

in order to achieve a high scattering cross section, yet being out of the resonant Mie scattering regime.

See figure 5.2(a).

The number of holes is chosen to achieve a given air filling fraction ranging from 15% to 35%. The system

is excited by launching a 2-fs light pulse centered at the wavelength of 1.5 µm, from a set of randomly

distributed dipole sources embedded in the medium. After a certain waiting time the averaged signal

from a set of random detectors embedded in the matrix is recorded. By varying this delay time from 20

to 80 ps, it is possible to characterize both the spectrum and the decay rate due to the in-plane losses.
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The sample design is optimized by performing numerical calculation. By varying the filling fraction of

the structure, the hole dimension and the thickness of the membrane it is possible to obtain a window

of frequencies where the in-plain scattering is maximized in order to facilitate the localization process.

In this condition the out of plane losses are minimized and the probability to have a random path where

the constructive interference takes place is maximized.

5.2.1. Samples Design

Numerical characterization of the system has been realized solving Maxwell-Equations with a full 3D

FDTD code. First simulations have been performed in pure 2D system neglecting the finite thickness of

the slab waveguide. Two dimensional simulations are very fast and accurate and allow to characterize

the in-plane scattering as a function of the hole diameters and filling fraction of air pores. The simulated

system consists on an assembly of randomly placed circular air holes with a diameter 300 nm, in a high

refractive index material (n = 3) with a dimensions of 25x25 µm. The refractive index of the bulk is

chosen a little bit smaller with respect to the three dimensional case in order to have (both for two and

three dimension) localized state in the frequency region around 1.5µm. The diameter has been chosen

in order to achieve a high scattering cross section, yet being out of the resonant Mie scattering regime.

See figure 5.2(a).

The number of holes is chosen to achieve a given air filling fraction ranging from 15% to 35%. The system

is excited by launching a 2-fs light pulse centered at the wavelength of 1.5 µm, from a set of randomly

distributed dipole sources embedded in the medium. After a certain waiting time the averaged signal

from a set of random detectors embedded in the matrix is recorded. By varying this delay time from 20

to 80 ps, it is possible to characterize both the spectrum and the decay rate due to the in-plane losses.
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Figure 5.3: (a) Loss rate of the pure two-dimensional system (black points) and of the three dimensional one (red

points), where also the finite thickness has been considered. The minimum of the loss rate (between about 1.5µm

and 2.2µm wavelength) identifies the best spectral window for long-lived modes to form. This spectral region

is defined as the optimum localization window.(b) Loss rate (red lines) and and long lived spectra (blue lines) ob-

tained in a full three dimensional calculation for the case of filling fraction 25% and for four different hole diameter:

180,200,220 and 250 nm.

Figure 5.2(b) shows the spectral distribution of the intensity averaged in many position of the sample

( where are placed the detectors) after waiting times of 20, 40, and 80 ps in the case of a sample with

a filling fraction of air holes of about 35%. The spectral distributions of the intensity shows a peaked

structure, characteristic for a localizing system. At long waiting times, only the long-lived (localized)

modes survives. In figure 5.2(c) the spatial intensity map associated to a long lifetime peak is shown.

The light associated to that mode is spatially confined in a definite sample region and the localization

length is about 2 µm. By increasing the filling fraction, the localization length decreases, and the spatial

confinement is improved.

To estimate the feasibility of a real experiments on light localization in the real system, full 3D FDTD

simulations are performed, considering also the finite thickness of the slab waveguide. The excitation

and detection are maintained in the same configuration than in the pure 2D calculation presented above.

In the 3D FDTD simulation window the slab thickness is 250 nm and the refractive index of the slab is

nsl ab = 3.5. The planar dimension of the membrane is 25 x 25 µm and it is surrounded by a 2 µm of

top/bottom air cladding with a 1 µm of perfect matching layer surrounding the whole simulation box.

Figure 5.3(a) shows the loss rate in these 3D simulations, compared to the 2D cases. At long wavelengths,

the characteristic time of the modes is mainly determined by the in-plane losses for the both cases. On

the opposite, for short wavelength, the out-of-plane losses are dominant in the 3D system. It follows that,

due to the sum of these in- and out-of-plane losses, a spectral region forms having longest-lived modes.

The position of this region (localization windows) varies with the hole diameter and the slab thickness,

and its width with the density of scatterers. In particular, for a fixed filling fraction of 25%, increasing the

dimension of the pores, the localization windows is red-shifted. See figure 5.3(b).

The realized sample consists of a 260 nm-thick planar waveguide of GaAs in which are drilled by chemical

etching a 25 x 25 µm arrays of air holes, placed at random positions. A first series of sample has been

taken varying the holes diameter (180 nm, 200 nm,220 nm,250 nm), and the filling fraction (15%, 20%,

25% and 30%). Other four series are achieved by over-exposing the previous samples. In this way it is

possible to increase the air filling fraction, conserving a constant scatterers density.
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Figure 5.4: Intensity distribution of modes for samples with filling fraction of f = 30% (a), f = 25% (b) and f =
20%. The white line superimposed on the image is the wavelength spectrum taken at the maximum intensity of

the mode. The random dielectric matrix is superimposed to the intensity profiles together with the wavelength

spectrum (white curves) of a typical mode.

In order to activate the samples, the structures are infiltrated with a suspension of colloidal PbS quan-

tum dots diluted in Toluene [12, 13, 14, 15, 16, 17]. In this experiment two different QDs solution are

used to activate the structure. In one case the emission of the QDs is centered at roughly 1.3 µm in the

other is instead centered around 1.55 µm. Both the suspension have a luminescent signal characterized

by a spectral width of 200 nm. The resulting active sample consists therefore of a porous membrane

completely infiltrated with QDs.

The sample is then studied using a SNOM in illumination/collection geometry as already reported in

2.2. The luminescence of the QDs is excited through the SNOM tip using a diode laser surce at 780 nm,

dispersed in a monochromator and then detected with a cooled InGaAs array. In this configuration it

is possible to record for every position of the sample the emission spectrum of the infiltrated QDs. The

spatial and the spectral resolution obtained in the measurement are 250 nm and 0.5 nm, respectively.

5.2.2. Near-field characterization

Experimental near-field Intensity maps of the whole set of samples show different spectral and spatial

features when sample with different filling fraction or hole diameters are measured. Figure 5.4 shows

the spatial intensity distribution (superimposed to the random dielectric matrix) associated to the most

significant spectral features that one can recognize scanning through samples with different parameters.

In particular, form figure 5.4(a) to (c) the filling fraction decreases from 30% to 20%. Samples with a filling

fraction of 30% show many peaks (with similar characteristic to the one presented with white curves in

figure 5.4(a)), while decreasing the filling fraction to 25% the density of peaks per unit wavelength and

unit area decreases. Finally peaks disappears in sample with filling fraction equal to 20%.

Light localization properties are thus investigated in sample with filling fraction higher than 25% varying

also the hole diameter of the air scatters. Figure 5.5 shows a collection of experimental spectra of sample

with filling fraction and holes diameters ranging from 30% < f < 45% and 220 nm< dholes <300 nm,

respectively. In this figure the the main representative examples of measured spectra are reported. In the

following these three sample will be nominated as Sample 1, Sample 2 and Sample 3.

Spectra with single, isolated peaks, as well as coupled peaks or bunch of peaks are observed. All samples

above the threshold of f > 25% are able to support all kind of these spectra. The main difference between

samples is the probability to find each class of spectra. In particular the first line of the images matrix
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Figure 5.5: Experimental near-field spectra for three different samples (Sample 1, Sample 2 and Sample 3) with

different filling fraction and holes diameter.In particular, sample 1 has a f f = 30% and dholes = 220nm, sample 2

has a f f = 30% and dholes = 250nm and finally sample 3 has f f = 45% and dholes = 300nm. The first column show

three classes of spectra-single peaks while the second column reports three examples of coupled peaks). Each

sample above 25% of filling fraction shows peaks but with a different probability.
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Figure 5.6: (a) Example of a near-field spectrum obtained in the Sample 1. (b) Spatial intensity distribution associ-

ated to the peak reported in the spectrum in (a). The spatial dimension of the images is 13.5x13.5µm. The spatially

localized mode is well confined within the sample covering a large number of scatters. (c) Three-dimensional view

of the image in (b).

Figure 5.7: Near-field intensity distribution for Sample 3, Sample 2 and Sample 1, analyzed in figure 5.5. The high

intensity tail in sample 3 can be fitted with a single exponential, while the high intensity tail of Sample 2 and Sample

1 can show a deviation from the single exponential behavior.

shows typical spectra of sample with a filling fraction of 30% and hole diameters of 220 nm. In these

samples are observed spatial regions with spectra characterized by a single resonant peak (SP-spectra)

and regions with spectra characterized by coupled peaks (CP-spectra).

Increasing both the hole diameter and filling fraction (second and third line of the image’s matrix) a

similar peaks zoology is observed. The building block of each class of spectra has Lorentian line-shape

with a well defined average FWHM that increase as the filling fraction increase.

Figure 5.6(b) shows a typical near-field map of a well localized mode obtained in the case of Sample

1. The localized mode is composed of a main lobe covering a large number of scatters and several less

intense bright spot surrounding it. Figure 5.6(c) is three dimensional rendering of the same mode.

Further information about light localization behavior can be extracted from the intensity distribution

associated to the peaks. Figure 5.7 shows the near-field intensity distribution for the three samples ana-

lyzed in figure 5.5. Because the lack of a theory about near-field statistic in two dimensional confined (out

of plane losses) random system, it is not possible to fit the data with a well defined function. In any case

a clear difference between the intensity statistics in the three sample is clear. In particular, the intensity
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Figure 5.8: Average spectral width as a function of the density of holes for samples with different holes diameter.

The average spectral width decrease, decreasing the hole diameter. b) Average spectral width of localized modes

as a function of the hole diameter for fixed filling fraction.

distribution of Sample 3 can be easily fitted with a single exponential, while the intensity distributions

of Sample 2 and Sample 1 show a clear deviation from the single exponential behavior. The change in

slope can be considered as an indication of the emergence of rare high intensity events, corresponding

to spatially localized modes.

In order to characterize the losses of the system the behavior of the average spectral width as a function of

the sample parameters is studied. Figure 5.8(a) shows the experimental average FWHM of the Lorenzian

as a function of the density of holes, for different hole diameters. For a fixed hole diameter the average

spectral width increase linearly with the density of holes and decrease for smaller hole diameters.

Finally in order to have a complete characterization of localization properties the average spatial exten-

sion of localized modes as a function of samples parameters is considered. Figure 5.8(b) shows the mean

spatial radius of the localized modes as a function of the hole diameter for a given filling fraction. Al-

though the overall variation of the mean spatial width is small, the trend is clearly observable. Indeed

the mean spatial width decreases as the hole diameter increase.

5.3. Conclusion

Combining together spatial and spectral results it is possible to draw a consistent interpretation of the

experimental results showed above. Indeed, the experimental results presented in the chapter shows

that it is possible to detect localized modes only above a certain filling fraction that is around f = 25%.

By increasing the density of holes, the samples start to show randomly positioned resonant peaks in

the near-field spectra that correspond to spatial localized modes inside the random system. Moreover,

increasing the filling fraction or the hole diameter, the in plane scattering strength increases hence de-

creasing the mean radius of the modes. If the scattering strength increase also the losses increase, as a

consequence this out-of-plane scattering strength induces a spectral broadening of the resonant peaks

in the spectra. Increasing the scattering strength of the sample, localized modes are forced to be con-

fined in a smaller spatial region at the expense of an increase of the out-of-plane radiated light. The

overall variation of the spectral width is significative (about a factor of four), while the overall variation
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of the spatial width is very small being of the order of 30%. This trend is very similar to those observed

in two-dimensional photonic crystals cavities on slab waveguide, where a small variation in the hole

position around the cavity induces a strong variation in the lifetime of the photonic mode [18], while

the spatial profile is almost conserved. This system can be seen as a disordered version of the typical

photonic systems studied for telecom applications. As a certain amount of disorder is unavoidable in

the realization of such systems, these observation can help to study the future issues that will have to be

faced for the engineering of such systems.
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Conclusion

In this thesis complex photonic nano-structures from perfect periodic to completely random ones are

studied and modified by using a scanning near-field microscope.

For the ordered case, and in particular for two dimensional photonic crystal nanocavity is presented a

method to finely correct and dynamically tune the cavity resonances. In the second chapter it is demon-

strated that the interaction between the SNOM probe and the photonic structures spectrally shift the

cavity modes and since it is proportional to the electric field intensity, can be exploited to map local

density of state associated to the mode with an optical resolution resolution smaller than λ/13. In the

same chapter an additional dynamic tuning effect can be obtained by locally heating the sample by ex-

ploiting the near field probe. Also in this case the tuning method has the advantage of being completely

reversible and allows to continuously tune the resonance of the cavity with no substantial reduction of

the Q value. By combining spectral and spatial information supplied by this technique it is possible to

exploit the mode itself as a local probe for the temperature in photonic crystal structures. At the end of

the chapter a method to obtain polarization-sensitive map of the photonic crystal cavity mode is pre-

sented, the polarization information permits to access not only to the intensity associated to the total

electric field inside these kind of structures but also to their in-plane components with a no-diffraction

limited resolution. In the third chapter is presented a method that permits to write into two dimensional

photonic crystal all the necessary components to realize a photonic circuit. This technique is exploited

to introduce local sources in a Si -based two dimensional photonic crystal nanocavity.

In the second part of the thesis the role of disorder in perfect periodic structures is considered. By ana-

lyzing the near-field speckle generated by a three dimensional photonic crystals phase singularities are

observed and the statistical properties of their morphological parameter are analyzed finding analogies

and differences with respect to the case of a random structures. Moreover, from the spatial and spectral

correlation function the refractive index, the mean free path and the diffusion constant of the sample are

estimated.

In the last part of the thesis two dimensional random structures are studied. Combining the spatial and

spectral information provided by the SNOM localized modes are observed. The result presented in the

last chapter of this thesis can be considered as a fundamental step in the field of Anderson localization

of light in high dimensional systems. Moreover, the considered samples can be analyzed as a disordered

version of two-dimensional photonics crystal based devices, where the performance of the device are

engineered by engineering the disorder.
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