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The 25" ECOS Conference 1987-2012: leaving a mark

The introduction to the ECOS series of Conferences states that “ECOS is a series of
international conferences that focus on all aspects of Thermal Sciences, with particular
emphasis on Thermodynamics and its applications in energy conversion systems and
processes”. Well, ECOS is much more than that, and its history proves it!

The idea of starting a series of such conferences was put forth at an informal meeting of the
Advanced Energy Systems Division of the American Society of Mechanical Engineers
(ASME) at the November 1985 Winter Annual Meeting (WAM), in Miami Beach, Florida,
then chaired by Richard Gaggioli. The resolution was to organize an annual Symposium on
the Analysis and Design of Thermal Systems at each ASME WAM, and to try to involve a
larger number of scientists and engineers worldwide by organizing conferences outside of the
United States. Besides Rich other participants were Ozer Arnas, Adrian Bejan, Yehia El-
Sayed, Robert Evans, Francis Huang, Mike Moran, Gordon Reistad, Enrico Sciubba and
George Tsatsaronis.

Ever since 1985, a Symposium of 8-16 sessions has been organized by the Systems Analysis
Technical Committee every year, at the ASME Winter Annual Meeting (now ASME-IMECE).
The first overseas conference took place in Rome, twenty-five years ago (in July 1987), with
the support of the U.S. National Science Foundation and of the Italian National Research
Council. In that occasion, Christos Frangopoulos, Yalcin Gogus, Elias Gyftopoulos, Dominick
Sama, Sergio Stecco, Antonio Valero, and many others, already active at the ASME meetings,
joined the core-group.

The name ECOS was used for the first time in Zaragoza, in 1992: it is an acronym for
Efficiency, Cost, Optimization and Simulation (of energy conversion systems and
processes), keywords that best describe the contents of the presentations and discussions
taking place in these conferences. Some years ago, Christos Frangopoulos inserted in the
official website the note that “écos” (*oikog) means “home” in Greek and it ought to be
attributed the very same meaning as the prefix “Eco-* in environmental sciences.

The last 25 years have witnessed an almost incredible growth of the ECOS community: more
and more Colleagues are actively participating in our meetings, several international Journals
routinely publish selected papers from our Proceedings, fruitful interdisciplinary and
international cooperation projects have blossomed from our meetings. Meetings that have
spanned three continents (Africa and Australia ought to be our next targets, perhaps!) and
influenced in a way or another much of modern Engineering Thermodynamics.

After 25 years, if we do not want to become embalmed in our own success and lose
momentum, it is mandatory to aim our efforts in two directions: first, encourage the
participation of younger academicians to our meetings, and second, stimulate creative and
useful discussions in our sessions. Looking at this years’ registration roster (250 papers of
which 50 authored or co-authored by junior Authors), the first objective seems to have been
attained, and thus we have just to continue in that direction; the second one involves allowing
space to “voices that sing out of the choir”, fostering new methods and approaches, and
establishing or reinforcing connections to other scientific communities. It is important that our
technical sessions represent a place of active confrontation, rather than academic “lecturing”.
In this spirit, we welcome you in Perugia, and wish you a scientifically stimulating,
touristically interesting, and culinarily rewarding experience. In line with our 25 years old
scientific excellency and friendship!

Umberto Desideri, Giampaolo Manfrida, Enrico Sciubba
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CONTENT MANAGEMENT

The index lists all the papers contained all the eight volumes of the Proceedings of the
ECOS 2012 International Conference.

Page numbers are listed only for papers within the Volume you are Ilooking at.
The ID code allows to trace back the identification number assigned to the paper within
the Conference submission, review and track organization processes.
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Abstract:

China is one of the world's top industrial sources of CO,. Enormous coal-fired power plants in China make up
almost half of the total CO, emissions. So cleaner energy sources, such as wind energy and solar energy,
need to be developed at a fast rate. China has 45GW of wind power installed by 2011, which ranks no.1 in
the world. Wind power is variable and intermittent. Compressed air energy storage(CAES) systems have
increasingly been expected as a means of load levelling of wind power. China is a country with rich coal but
deficient natural gas. So a novel hybrid-fuel compressed air energy storage is proposed and analysed. Air
is compressed with a motor/generator using low cost, off-peak or discarded electricity from wind power or off-
peak energy and is stored underground in caverns or porous media. This pressurized air is released from the
ground and heated in recuperator, external combustion heater and combustion chamber. Then the hot air
drives the high-pressure air turbine and low-pressure gas turbine to run a motor/generator which, in turn,
produces electricity during peak demand periods. Through this system, coal can be used efficiently in CAES
plant. An exergy and techno-economic analysis is also performed for this novel system.

Key words:
Compressed air energy storage(CAES), hybrid-fuel, techno-economic analysis of China’s situation.

1. Introduction

Global warming was initiated by the increasing concentrations of CO2 and other greenhouse gases
(GHG) in the atmosphere[1-2]. Using wind energy and other cleaner, less polluting, technologies
will make a significant contribution to reversing the worse situation of world global warming [3-4].
But wind power is variable and intermittent. Electric energy storage has the ability to complement
wind and overcome many challenges noted above. Current available electric energy storage
technologies contain potential energy (e.g. CAES, pumped hydro storage (PHS)) [5-6], Kkinetic,
thermal, chemical energy storage. For large scale storage applications, PHS and CAES are the most
viable technologies.

Pumped hydro storage is the largest-capacity form of grid energy storage now available. PHS needs
special hydrologic and geographic condition and is found to have certain adverse environmental
effects [7]. In addition of PHS, CAES is a technically proven solution for bulk energy storage[8].
According to reported data, the investment of CAES power plant is far lower than PHS power plant
with equivalent capacity.

CAES technology has been in use for over 30 years. The first CAES plant, a 290 MW facility, was
started in Huntorf, Germany in 1978, and a 110 MW plant commenced operation in Mclintosh,
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Alabama in 1991[9-10]. The Mcintosh plant made some improvements compared to the Huntorf
design by incorporating a recuperator (air to air heat exchanger) to preheat air from the cavern with
waste heat from the turbines. After overcoming some startup issues, the plant has functioned with
over 95% reliability. The successful operation of the Mclntosh and Huntorf plants has demonstrated
the technical viability of CAES technology in supplying ancillary services, load following, and
intermediate power generation.

Nowadays, CAES is still in hot research due to its vital role in power grid. The main research
focuses on system analysis and optimization, different kinds of fuels, integration with wind power
and techno-economic analysis.

Some novel CAES systems have been analyzed and optimized. A hybrid wind-diesel-compressed
air energy storage system has been studied and designed[11].Victor de Biasi has proposed some
improvement solutions for energy storage[12-13]. It is concluded that the second-generation CAES
technology provides unique load management of renewable energy, smart grid regulation,
synchronous reserve, demand power and peak shaving management. And adiabatic CAES plants
(3rd-generation CAES technology) ACAES plants can be optimized to operate with over 70%
efficiencies.

Energy, exergy analysis and economic analysis of CAES have been analyzed in some papers[14-
19]. It is estimated that the rate of wind +CAES system with a greenhouse gas (GHG) emission, is
one fourth of that for natural gas combined cycle plants and about one-tenth of that for pulverized
coal plants[20]. With utilization of the computer model, the economic advantages of using large-
scale energy to complement a wind farm in a base-load dominated electricity grid have been
theoretically studied. It has been found that CAES is the most profitable storage medium. Different
energy storage methods have been compared. It is therefore highly recommended that CAES should
be further investigated with the aim of introducing large-scale energy storage to some similar wind
turbine installations.

China has 45GW of wind power installed by 2011 which ranks no.1 in the world[21]. Wind power
is growing at the rate of 30% annually in China. Wind energy source has made great strides in
penetrating into the grid. Large scale storage applications have to be developed to meet the demand
of wind power. But some rich wind energy resources places, like north China and northwest China,
are lack of conditions to develop PHS. On the contrary, most of Chinese stable geographic structure
regions are suitable for developing CAES. There exist a large number of salt mines, coal mines,
natural gas mines and other metal mines. The utilization of depleted mines will cut investment cost
in CAES. China needs CAES to meet its demand of renewable energy. So many power groups have
planned to develop CAES.Although a large body of researches involving CAES have been
undertaken and reported during the past few years, few researches of CAES have been studied
linked with China’s situation.

In view of these factors, this paper proposes a novel hybrid-fuel compressed air energy
storage(CAES) system combined with China’s situation. Additionally, the thermodynamic and
techno-economic performance of this CAES system will also be studied.

2. The novel CAES system with China’s situation

2.1. The development of CAES technology

2.1.1 The first-generation CAES system

The first-generation CAES system was commercially used about 30 years ago. It has been proved
that this technology is practical. This CAES technology is similar with gas turbine power plant. Air
is compressed with a motor using low cost, off-peak electricity and is stored underground in caverns
or porous media. The pressurized air is released from the ground and then be mixed and burned
with gas in a combustor. The hot gas drive a turbo expander and run a generator which, in turn,
produces electricity during peak demand periods. The compressor series and gas turbine are
respectively linked with motor/generator using clusters. The conceptual diagram is shown in figure
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Fig. 1. Conceptual diagram of Huntorf CAES power plant

2.1.2 The second-generation CAES system[12]

The second-generation CAES is similar to the first-generation technology [12]. Figure 2 is a typical
configuration of the second-generation CAES technology. The design utilizes standard, industrial
proven equipment components to deliver a reliable and economic CAES plant. Some technologies
for gas turbine have been improved to some extent. One improvement lies in the drop of heat rate;
another improvement is overall efficiency enhancement, with about 54% efficiency compared to
48-50% for the first-generation CAES technology. The second-generation CAES technology is an
open cycle and makes use of traditional gas turbine. The leakage air from the turbine is used to
preheat air before putting into the expander.
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Fig. 2. Diagram of the second generation CAES technology

2.1.3 The third-generation CAES system[13,22]

The third-generation CAES technology is called adiabatic CAES technology. The typical
configuration of the 3"-generation CAES technology is shown in figure 3. The design is based on
using standard, industry proven equipment components. The key components are motor driven
compressors, thermal oil, heat exchanger, and air expanders. All key components are available with
commercial guaranties and warranties. Adiabatic CAES uses no fuel to convert stored compressed
air into peak-electricity power. Cooling of the compressors and heating of the stored air for power



production are achieved with thermal energy storage. During storage operations, “cold oil” is used
to intercool the compressed air, and produces “hot oil” for use during power production. This “hot
oil” is then delivered to heat the stored air from the air storage reservoir before compressed air
enters the expander for power production. Overall conversion efficiency from off-peak electricity
to on-peak electricity varied in the range from 70% to 75%.The main problem of 3"-generation
CAES is thermal energy storage and this problem is still under research until now. The novel design
of thermal energy storage material is high temperature molten salt which is used in Concentrating
Solar Power(CSP).

Exhaust
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| HF Comp Turbine

Heat Storage Tank

Air Storage Cavern

HP Air
Turbine

Fig. 3. Diagram of the third generation CAES technology

2.1.4 The comparison of 3 generations CAES

The 3 generations CAES technologies have their own characteristics. The comparison of main
parameters for 3 generations CAES is illustrated in table 1.

Table 1. The main parameters for 3 generations CAES

Name 1%-generation CAES 2"-generation CAES  3"-generation CAES
location Huntorf, Germany No practical plant No practical plant
With air injection
power augment,
Total CAES2 plant
output 290MW over 2 hours power 172MW 114.5MW
CAES2 expander
power 108MW
Compressor power 60MW/(<12hours) 71 157.6MW
commissioned 1978 No No
pressure tolerance 50~70bar No No
HR 1.6kW.h gas 1.105kW.h gas 0
Cavern storage capacity 310,000m3 No No
Energy ratio _1.0kW.h out/0.8kW.h  1.0kW.h _ 0.727kW.h _
in out/0.65~0.68kW.hin  out/1.0kW.h in
fuel natural gas(NG) natural gas(NG) No fuel




2.2. China’'s energy source structure and technology character

2.2.1 The energy source structure of China[23-25]

The distribution of energy sources and industry in China is extremely uneven. Statistics show that
the coal reserve is 5.6 trillion ton and natural gas reserve is 50 trillion m3 in China. The coal
reserves structure is rich in the western and northern region but poor in the eastern and southern
region. And the coal reserve is mainly concentrated in undeveloped provinces. The coal reserve in
Shanxi, Inner Mongolia, Shaanxi, Xinjiang, Guizhou and Ningxia is about 4.63 trillion ton , and it
accounts for about 82.8% of nation’s total reserves. The coal character in coal-rich regions is
versatile and of good quality. However, the eastern region, particularly, the southeastern coastal
area, is an industrially-developed area but is short of energy sources. There is only about 5.3% of
the nation’s total reserves in Beijing, Shanghai, Tianjin, Shandong, Hebei, Liaoning, Jiangsu,
Zhejiang, Guangdong, Fujian, Guangxi, Hainan, Hongkong and Taiwan. And These 14 provinces,
cities and autonomous regions consume more than 50% energy sources. The natural gas reserves
are abundant in Ordos basin and Sichuan Basin, Northern China region, Tarim Basin, Tu-Ha basin,
Zhungeer Basin in Xinjiang Uygur Autonomous Region, Chadamu basin in Qinghai province,
Eastern-Sea basin and Yunnan-Guizhou region. Natural gas reserve in these region accounts for
nearly 80% national reserve.

2.2.2 The industry situation of rich wind energy regions in China

The areas with the richest wind energy sources are mainly located in the northern and the south-
eastern coastal areas and their adjacent islands. The geographical distribution of wind energy
source doesn’t match the country’s power load profile however. The heavy power loads are
concentrated in the economic centers along eastern coastal provinces, where inland wind sources
are scarce. Consequently, wind power development is amplifying the present imbalance of power
production and consumption. For the northern regions, where wind sources are abundant, the power
loads are small and the grid infrastructure is weak.

The regions with rich water resources are mainly situated in the south of China[26]. The boundary
line is Kunlun mountain, Qinling mountain, Dabie mountain. The northern part of the boundary line
is poor in water resource. The 17 north provinces(cities, autonomous regions) account for 21.4%
national water resource with 600.8 billion m® every year. Taihang mountain is the boundary line in
Northern China. Eastern regions are more abundant than western regions in water resource. For
example, Shanxi, Gansu and Ningxia only account for 7.5% northern water resource. The rainfall
quantity is below 500mm in these three provinces(autonomous regions) and its adjacent
provinces(autonomous regions), including Shaanxi, Inner Mongolia and Xinjiang. Thus, the water
resource is very poor in these areas.

It is showed that the abundant energy source regions are relatively undeveloped, while the
developed regions is noticeably short of energy sources. The rich wind energy source regions are
also rich in coals. Wind power is growing at the rate of 30% annually in China. But these wind rich
regions are lack of hydrologic and geographic condition for pumped hydro power plants.
Consequently, a lot of CAES power plants will be needed in west China.

Based on the above analyses, we believe that CAES development in China should consider these
factors: (1) using more coal as fuel. China is a country with rich coal and deficient natural gas.
Considering energy source distribution, coal should become main energy source in China. In
addition of energy source distribution, the price of coal is relatively lower than that of natural gas.
(2)The power capacity for leveling peak and off-peak is large. The power grid is extremely large in
China with large amounts of wind power capacity. As a consequence, the power capacity for
leveling peak and off-peak should be large enough to the best of its ability. (3) Simple structure and
relatively proven technology. China is a developing country with poor overall industry base and
limit economic support. Combined with China’s situation, a hybrid-fuel CAES system should be
considered.



2.3. The design of novel CAES system
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Fig. 4. flow sheet of the novel hybrid-fuel CAES system

Based on above analyses, a novel hybrid-fuel CAES system for China’s situation is proposed. A
conceptual configuration of the novel CAES system is shown in Fig. 4. This CAES system includes
a compressed air energy storage sub-system and a turbine electricity-generating sub-system. Air is
compressed with a motor using low cost, off-peak electricity and is stored underground in caverns
or porous media, just like the 1°-generation CAES. The pressurized air is released from the ground
and then heated by the recuperator and external combustion heater 2 and finally put into high
pressure air turbine. The hot expanding air drives a high-pressure air turbine. After leaving the high-
pressure air turbine, air is heated by external combustion heater 1 then mixed and burned in
combustor. The hot gases will drive a low-pressure gas turbine. The high-pressure air turbine and
low-pressure gas turbine will operate a generator which, in turn, produces electricity during peak
demand periods.

Compressed air energy storage sub-system consists of a motor and compression system which
includes a 4-stage coaxial compressor train. Through the 4-stage coaxial compressor train, each
stage operates with a cooler which helps to cool the hot air to ambient temperature. All of
compression system input and output tubes are placed in a thermal storage exchanger to transfer
heat. The first compressor output is linked to the second compressor input, the second compressor
output is linked to the third compressor input, the third compressor output is linked to the fourth
compressor input. After the 4th compressor system and the corresponding after-cooler, the air is
compressed to about 70bar. And the compressed air is stored in the air room through pipelines.

Turbine electricity-generating sub-system consists of air-turbine, gas turbine, external combustion
heater 1, external combustion heater 2, combustor and generator. During the peak power
consumption periods, high-pressure air is released from air room. It is first preheated in the
recuperator, absorbing heat from the gas turbine exhaust. Then the preheated air passes through
external combustion heater 2 and is further heated to a higher temperature. After the 2-stage heating
processes, the heated air enters the air turbine to generate electricity. Both the pressure and
temperature of the air turbine exhaust drops to a lower level. The air turbine exhaust is reheated in
external combustion heater 1. This heated air with a proper high-pressure, accompanied by high-
pressure natural gas, enters the combustion chamber. The combustor output is linked with gas
turbine. After the combustion process, gas is heated to high temperature. The gas enters the gas
turbine which is coaxial with the air turbine so as to generate more electricity. As the heat source of
the low-temperature compressed air, the gas turbine exhaust passes through the recuperator, and

cools down to about 100 C.



The design is based on the usage of standard, industry proven equipment components to deliver a
reliable and economic compressed air energy cycle. All key components are available with
commercial guaranties and warranties. Compared with conventional CAES plant, 1 or 2 external
combustion heater is added. In addition of natural gas, more than 1/3 fuel is coal. Using coal as part
of fuel is suitable for China’s energy source structure.

3. Performance evaluation of novel hybrid-fuel CAES system

3.1. Evaluation criteria

Since the CAES plant is a dual purpose (peak power generation and energy storage) plant, it has
two energy inputs (electric energy and fuel during the charging and discharging phases,
respectively) which are of different qualities. The evaluation criteria of CAES plants differ from the
ones usually applied for conventional power plants. Specific fuel consumption (SFC), for example,
cannot identify the thermodynamic merits of the CAES plant as in a conventional power cycle. So
some evaluation criteria will be introduced.

3.1.1.The energy rate

The energy rate expresses the ratio of pumping energy at the off-peak period to the generated
energy during the peak period:

ER=_¢ (L)

though not accounting for fuel consumption, is unique to CAES plants. Thereby, ER is used as
another performance parameter in addition to W; which equals the net electric energy output during
the discharge phase.

3.1.2.The heat rate
The heat rate is expressed as the number of kW.h of heat required to produce a kilowatt-hour of
energy:

_9
W,

t

HR 2
where Qs is the total fuel energy (kW.h) used in the combustors and in the boilers during the
generation period.

3.1.3. Plant Energy Efficiency [28]

The output from a CAES plant is work. This may be compared to the input energy to the plant

consisting of natural gas and compressor work:

- ©
Qf +Wc

This may be seen as an expression of the storage efficiency, but it may be questioned, which

consists of two different types of energy that are consumed by different parts of the process and at

different point in time. The fuel cannot be seen as a part of the electricity storage but is only

required due to the heating of the air to the turbine.

3.1.4. Electricity Storage Efficiency

The electricity energy efficiency may be defined as below.

Ny = Wt - nsysQf
W

nee

(4)

The system efficiency n is a measure of the thermal efficiency of the energy system. Its value will
depend on which system the CAES plant is used in. For a coal-fired power plant or a gas turbine
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power plant, the value is between 30% and 55%. The value of 40% is used for a coal-fired power
plant and the value of 55% is used for a gas turbine power plant in this paper. The total system
efficiency of this hybrid-fuel system (sys) is 50% in this paper.

3.2. System simulation

In the novel hybrid-fuel CAES system, the air turbine electricity-generating sub-system consists of
an air turbine and a gas turbine. The basic conditions and assumptions of the system process
simulation are given in Table 2.

Table 2. Basic conditions and assumptions for simulation

Fuel information

LHV of Coal(MJ/kg) 29.3
LHV of Natural Gas(MJ/kg) 50
Compressors

Parameter Value
Number of stages 4
Number of intercoolers 3
Number of after-coolers 1
Pressure ratio of each stage 2.90
Isentropic efficiency of compressors(%o) 86.00
Air Turbine & Gas Turbine

Parameter Value
Inlet temperature of air turbine (°C) 540
Inlet temperature of gas turbine ('C) 1200
Pressure ratio of air turbine 3
Pressure ratio of gas turbine 18
Isentropic efficiency of air turbine (%) 88.00
Isentropic efficiency of gas turbine (%) 90.00
Other assumptions

Parameter Value
efficiency of external combustion heater (%) 90.00
efficiency of generators (%) 99.00
efficiency of motors (%) 99.00
total hybrid-fuel system efficiency #sys (%) 50.00
system efficiency #syscoal (%) 40.00
system efficiency #sysgas (%) 55.00

The novel hybrid-fuel CAES system was evaluated by commercial software, Aspen Plus. During
the physical and chemical processes involved in the simulation, all the equations of state adopts the
Peng-Robinson base method.

Peng-Robinson base method can calculate all the thermodynamic properties except molar volume of
liquid. It is recommended for gas processing, oil refining and chemical applications. The nature of
the method can be used to calculate thermodynamic properties of pure component, especially
suitable for high temperature and pressure range, thus we can get a reasonable calculation results in
the critical region. For gas mixtures, the P-R equation can calculate the thermodynamic properties
of the fugacity coefficient, density, enthalpy, entropy, Gibbs free energy and so on.

The pressure, temperature, mole flow and the composition of each stream corresponding to the
points indicated in Fig. 4 is listed in Table 3.



Table 3. Parameters of main points of novel hybrid-fuel CAES system

Streams Temperature Pressure  Mass Flow Mole Frac. (%)
(°C) (bar) (ka/s) N, O, CHs, CO; H)0O
S1 35.00 1.03 400.00 79.00 21.00 0.00 0.00 0.00
S2 161.28 2.90 400.00 79.00 21.00 0.00 0.00 0.00
S3 35.00 2.90 400.00 79.00 21.00 0.00 0.00 0.00
S4 161.40 8.41 400.00 79.00 21.00 0.00 0.00 0.00
S5 35.00 8.41 400.00 79.00 21.00 0.00 0.00 0.00
S6 161.70 24.39 400.00 79.00 21.00 0.00 0.00 0.00
S7 35.00 24.39 400.00 79.00 21.00 0.00 0.00 0.00
S8 162.25 70.73 400.00 79.00 21.00 0.00 0.00 0.00
S9 35.00 70.73 400.00 79.00 21.00 0.00 0.00 0.00
S10 50.00 57.00 400.00 79.00 21.00 0.00 0.00 0.00
S11 500.84 57.00 400.00 79.00 21.00 0.00 0.00 0.00
S12 540.00 57.00 400.00 79.00 21.00 0.00 0.00 0.00
S13 359.11 19.00 400.00 79.00 21.00 0.00 0.00 0.00
S14 580.00 19.00 400.00 79.00 21.00 0.00 0.00 0.00
S15 50 19.00 6.42 0.00 0.00 100.0 0.00 0.00
S16 1200.03 19.00 406.42 76.78 1480 0.00 281 5.61
S17 537.09 1.06 406.42 76.78 1480 0.00 281 5.61
S18 100.00 1.06 406.42 76.78 1480 0.00 281 5.61

3.3. Performance evaluation
The simulation results of the novel hybrid-fuel CAES system are presented in Table 4.

Table 4. Results for novel hybrid-fuel CAES system

Coal input (MW) 114.3
Natural gas input (MW) 321.2
Total fuel input (MW) 435.5
Power generation (MW)
Air turbine 79.5
Gas turbine 329.7
Subtotal 409.2
Internal power consumption (MW)
Compressors 205.7
Subtotal 205.7
Net power output (MW) 203.5
ER 0.50
HR 1.10
Nee 62.58%
Hes 80.24%

It can be seen from Table 4 that, the results of ER and HR is 0.50 and 1.10, respectively. It means
that compared with the 1%-generation CAES system, to produce a kilowatt-hour of energy, both the
power consumed by compressors and the thermal energy needed from fuel are relatively lower. The
plant energy efficiency of 62.58% is also higher accordingly. The electric storage efficiency is
80.24%, which illustrates that this novel CAES system is more efficient. In a word, this novel
hybrid-fuel system exhibits high performance.

4. Discussion



4.1. Exergy analysis

To better reveal the internal phenomena of the novel hybrid-fuel CAES system, an exergy analysis
is performed for the system. The results are listed in table 5.

Table 5. Exergy analysis of Novel hybrid-fuel CAES system

Novel hybrid-fuel Huntorf CAES system
CAES system
Value Proporti_on of Value Proporti_on of
exergy input exergy input
MWh % MWh %

Exergy input:
Air 0.77 0.06 1.98 0.14
Power consumption by compressors 411.33 31.37 463.21 31.84
Thermal energy input of coal 228.66 17.44
Thermal energy input of NG 670.54 51.14 989.43 68.02
Subtotal 1311.29 100.00 1454.63 100.00
Exergy output:
Electricity Power generation 818.51 62.42 584.49 40.18
Exergy loss:
Energy storage sub-system:
Compressors 40.29 3.07 40.04 2.75
Coolers 80.29 6.12 122.18 8.40
Air storage room 13.80 1.05 33.57 2.31
Subtotal 134.38 10.25 195.79 13.46
Electricity-generating sub-system :
HP turbine 10.44 0.80 17.50 1.20
LP turbine 28.36 2.16 36.64 2.52
External combustion heater 1 13.12 1.00
External combustion heater 2 78.27 5.97
Combustion chamber 191.05 1457 460.18 31.64
Recuperator 19.91 1.52
Subtotal 341.15 26.02 514.32 35.36
Exergy of exhaust stream 15.89 1.21 152.89 10.51
Total exergy output 1309.93 99.90 1447.49 99.51
Error of exergy input and output (%) 0.10 0.49
Exergy efficiency (%) 62.42 40.18

As shown in Table 5, the exergy efficiency of the novel system is 62.42%, the exergy efficiency of
the Huntorf CAES system is 40.18%, which is approximately 20% higher than the 1%-generation
Huntorf CAES system; and this number is much higher than the general gas turbine power plant, it
greatly demonstrated the high performance advantage of the novel system.

The main exergy loss comes from the combustion chamber, the external combustion heater and the
coolers in the energy storage sub-system.

Compared with the typical 1*'-gegeration CAES system, the exergy loss of the turbine electricity-
generating sub-system of the novel system was decreased. The main reason lies in several aspects as
follows: firstly, the addition of the heating process greatly decreased the exergy loss of the exhaust
gas from the gas turbine. Secondly, the installation of the external combustion heaters, which are
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fuelled by coal, also make contribution to the reduction of exergy loss, in the typical 1*-generation
CAES system, the exergy loss of 1 stage combustion chamber is much higher. Thirdly, the thermal
energy derived from the coal makes thermodynamic properties of the air higher to match with the
high parameters(1200°C) of the gas turbine, thus, the power generation sub-system could generates
more power.

4.2 Techno-economic analysis

4.2.1 Fundamental parameters for CAES plant

Based on the novel CAES system, a typical CAES power plant can be analyzed. The volume of air
storage required for a typical CAES plant is most economically provided by geological structures.
Salt caverns, aquifers, depleted oil, gas reservoirs and rock mines have all been considered as
possibilities for air storage in a CAES application. The CAES investment cost is tightly associated
with the construction of air storage domes. Total capital investment costs are among
$436/kW~$739/kW for 10h air storage cavities [27].

Standard compression blocks of 205 MW each can be combined with standard generation blocks of
410MW each in order to configure a plant that optimizes the ability of the facility to capture the
market opportunities present at any given location. The use of multi-unit trains, each with a wide
span and speed of response, on both the compression and generation side, gives the operator
maximum flexibility to manage the load, storage, and generation aspects of CAES in a very
efficient and cost effective manner.

Therefore, this study was performed based on the following equipment configuration:

Compression — a 205MW train allows a plant to operate in the range of 103 MW to 205 MW load
and result injection into storage.

Generation — a 410 MW train allows a plant to operate in the range of 205 MW to 410 MW
generation and result withdrawal from storage.

Storage volume is optimally sized to allow a daily exchange of injection and withdrawal volumes.
The storage volume was designed to accommodate a maximum of 10 hours of rated injection into
storage. The resulting CAES plant with 410 MW generation, 205 MW of compression, and 2,050
MW of storage is a size . The following table 6 summarizes the main assumptions about the 410
MW CAES plant, which the rate of €/* is 8.4 and $/% is 6.5.

Table 6. 410 MW CAES plant fundamental parameters

Name Value and unit | Name L";Iil:e and
generation range per _ Overnight Cost — above ground
unit 205~410MW equipment 3250 ¥ kW
Compression range per _ Overnight Cost — cavern
unit 103~205MW development 650 ¥ /kW
Cavern storage capacity 2050MW.h Total Overnight Cost 3900 ¥ /kwW
. 2% of total
EuRékW'h In /(kW.h Annual VOM cost investment
0.50 cost
: 2% of total
OHUT)(kW'h in /(kW.h Annual FOM cost investment
1.09 cost
LHV of natural 3 ) 3
gas(NG) 36MJ/Nm price of natural gas 3¥/Nm
LHV of coal 29.3MJ/kg price of coal 800/t
E_quwalent base-load 2500
time
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Overnight cost for above ground equipment includes all equipment costs, engineering, procurement
and construction, spare parts, interconnects for gas, air, water, and electricity, and contingency.
Costs are included to enable one of the generators to be disconnected from the turbine via a clutch
so that it can operate as a synchronous condenser.

Cavern development costs include all the costs associated with acquisition of the land and mineral
rights, solution mining of the caverns, well drilling and completion costs, and piping and casing
costs.

FOM (fixed operations and maintenance) cost includes plant personnel and major maintenance
accrual associated with start costs, as well as ancillary costs such as auxiliary power and water
treatment.

VOM (variable operations and maintenance) cost mostly consists of accrual for major maintenance
based on utilization of the turbines.

4.2.2 Economic data

In fact, the calculation of the levelized cost of electricity for power plant is highly complicated[29].
Based on the assumption that the energy production and the operation and maintenance costs for
each year are the same, a simplified expression for the levelized cost of electricity calculation can
be described as,

(CRF)(Total investment cost)+ (Annual O &M cost)+ AFC + AOEC
Annual on- peak electricity ouput

COE = [ (5)

where, AOEC is annual off-peak electricity cost, AFC is annual fuel cost, COE is the levelized cost
of electricity (¥ /kWh); CRF is capital recovery factor, which is related to the discounted rate (k)

and the life of equipments, and is calculated as: CRF = [k '(l+ k)n N :
(@+k) 1]

Linked with above data and Chinese characteristics, the generation cost of CAES can be calculated.
The annual VOM and annual FOM cost are assumed as 2% respectively of total investment cost.
Low cost off-peak energy from the grid or discarded wind energy would be used to supplement the
compression requirements. Its price is assumed as 0.2 ¥ /kWh. Natural gas cost and coal cost are
calculated according to LHV of NG and coal and their heat rate. The related data are listed in table
7.

Table 7. 445 MW CAES plant economic data

Name Value and unit Name value and unit
Total investment cost 1.60billion ¥ CRF 0.12

NG fuel rate 2.83MJ/KW.h NG cost 0.236¥ /kWh
Coal fuel rate 1.12 MJ/KW.h Coal cost 0.031%¥ /kWh
Annual VOM cost 31.98million ¥ | VOM cost 0.031 ¥/kWh
Annual FOM cost 31.98million ¥ | FOM cost 0.031 ¥/kWh
Annugl_ Off  peak 102.5 million ¥ | Off peak electricity cost 0.10%¥ /kWh
electricity cost

Annual - CAES toral ) oo, 108w | cOE 0.616 % /KW.h
electricity output

;)r];iseak electricity 0.2¥/kW.h On peak electricity price 0.7¥/KW.h
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4.2.3 Sensitivity analysis

According to table 7, the COE of CAES is 0.616 ¥ /kWh. It is too expensive to integrate with the
grid. In a competitive market, plant developers would not have an incentive to build generation to
meet reserve requirements unless they were paid enough by the market to cover the fixed costs
(capital and operating costs) on average over the life of the plant. So the price of off-peak energy,
natural gas price, coal price and CRF should be variables. Then the sensitivity analysis data are
listed in Table 8. Investment cost and variable O&M cost are fixed.

Table 8. Sensitivity analysis of COE for the novel CAES

Variable off-peak power price
Off-peak energy price 0.16 020 024 028 032 036 040 ¥/kW.h
Off-peak energy cost 0.08 0.10 012 014 0.16 0.18 0.2 ¥/kW.h

COE 0.596 0.616 0.636 0.656 0.676 0.696 0.716 ¥ /kKW.h
variable natural gas price
natural gas price 1.5 20 25 30 35 40 45 ¥/Nm®
natural gas cost 0.118 0.157 0.197 0.238 0.275 0.314 0.354 ¥/kW.h
COE 0.498 0.537 0.577 0.616 0.655 0.695 0.734 ¥/kW.h
variable coal price
coal price 500 600 700 800 900 1000 1100 ¥/t
coal cost 0.019 0.023 0.027 0.031 0.034 0.038 0.042 ¥/kW.h
COE 0.605 0.608 0.612 0.616 0.620 0.624 0.628 ¥/kW.h
variable CRF

CRF 0.10 011 012 0213 014 015 0.16
investment cost 0.156 0.170 0.187 0.203 0.218 0.234 0.250 ¥/kW.h
COE 0.585 0.599 0.616 0.632 0.647 0.663 0.678 ¥/kW.h

According to table 8, the COE of the novel CAES is among 0.596 *¥ /kWh and 0.716 ¥ /kKW.h if off-
peak energy prices are among 0.16 ¥ /kW.h and 0.40 ¥ /kW.h. If the off-peak energy price is more
than 0.36 ¥ /kW.h, the COE of the novel CAES will exceed the sale price. The CAES power plant
will not be economic. The COE of the novel CAES is among 0.598 ¥ /kWh and 0.734 ¥ /kW.h
while NG prices are among 1.50¥ / Nm® and 4.50 ¥/ Nm®.

The grid construction cost also must be considered. Because most of CAES power plants are
constructed in undeveloped regions and far away from developed regions, the transforming grid
must be constructed. The grid investment will be much more than the power plant investment. With
energy storage, the maximum power output can be levelled, the investment of power grid will be
reduced. Taking into account this cost, the COE of the novel CAES will be reduced accordingly.
This cost is competent in Chinese energy market. This techno-economic analysis proved that the
hybrid-fuel CAES is competent in Chinese energy market.

5. Conclusion

In this paper, a novel hybrid-fuel CAES system for China’s situation is proposed. The design is
based on using standard, industry proven equipment components to deliver a reliable and economic
compressed air energy cycle. Compared with conventional CAES plant, 1 or 2 external heater is
added. In addition of natural gas, more than 1/3 fuel is coal. Using coal as part of fuel is suitable for
China’s energy source structure.
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An exergy analysis is also performed for the novel system. The results show that the exergy
efficiency of the novel system is 62.43%, which is approximately 20% higher than the average 1°-
generation conventional CAES system; and this number is much higher than the general gas turbine
power plant, it well demonstrated the high performance advantage of the novel system. The main
reason lies in the addition of the heating process from exhaust gas, the installation of the external
combustion heaters and the thermal energy derived from the coal makes thermodynamic properties
of the air higher to match with the high parameters(1200°C) of the gas turbine. The main exergy
loss comes from the combustion chamber, the external combustion heaters and the coolers in the
energy storage sub-system.

Linked with related data and China’s situation, the COE of the novel CAES is calculated, the value
is 0.616 ¥ /kKWh. It is too expensive to integrate with the grid. So the price of off-peak energy,
natural gas price, coal price and CRF should be variables Then the sensitivity analysis data are
studied. These data show if the on-peak energy price is more than 0.7%/ kW.h, the hybrid-fuel
CAES power plant is competent in Chinese energy market.

Therefore, the novel CAES system is simple, proven technological, high-efficient, coal-utilized and
economic system. It will bring great benefits for CAES used in China and promote the sustainable
development of western China.
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Nomenclature

ER  energy rate [kW.h/ kW.h]

HR  heatrate [KW.h/ kW.h]

W, Compressor work [kKW.h]

Wi Turbine work [KW.h]

Qr the total fuel energy [kW.h]

Nee Energy efficiency

Nes Electricity storage efficiency

nsys  System efficiency

Nsyscoal System efficiency for coal-fired power plant
Nsysqas  System efficiency for gas turbine power plant
LHV lower heating value[MJ/kg]

AOEC annual off-peak electricity cost[ ¥ ]

AFC annual fuel cost[*¥]

COE the levelized cost of electricity [ ¥ /kWh]
CRF capital recovery factor
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Abstract:

This paper presents a review on Stirling engines used in micro-CHP system applications. The aim of this
reviewisto investigate and identify the commercial solutions available in the market based on Stirling engine
technology. This should represent a preliminary study to understand what are the best configurationsto use
with this technology in combined heat and power production for the building sector. A number of Stirling
engine configurations and designs, induding the engine’s developmentis provided and discussed.

Stiding engines have been identified as a promising technology for energy conversion due to their high
efficiency levels, low pollutant emissions, low noise levels and due to their flexibility in tems of fuel sources.
Micro-CHP systems based on Stirling engines could be suitable for applications where multi-fuelled
characteristics and high thermal efficiencies are needed. Stiling engines are flexible and consistent with the
requirements for a sustainable development.

Keywords:

Combined Heat and Power, Efficiency, Stiring Engine, Piimary Enemgy Savings, Equivalent Caton
Avoided Emissions.

1. Introduction

The use of cogeneration systems in micro scale applications has recently gained expression in the
energy market. As matter of fact, Combined Heat and Power (CHP) is a well proven concept
relying on a variety of technologies and energy sources. These decentralized energy systems have
been recognized as an effective method to improve the efficiency of energy conversion, reducing
the pollutant emissions and the impact on climate change [1-4]. They are typically designed to
provide electricity in arange of 1-10kW, and able to cover similar heat loads, which appears to be a
good opportunity to meet the energy needs for the residential sector. Different technologies are been
studied based on their complexity, range of power and efficiency [5]. The most common
technologies for this type of applications are: reciprocating engines, Organic Rankine cycles, Fuel
Cells and the Stirling engines [2, 5]. These technologies are usually compared considering
technical, ecological and economic aspects in order to assess their performance and viability in
penetrating the market for domestic and micro-scale applications [1, 6].

The Stirling engine has interesting characteristics for micro-CHP applications. Although this
technology is not fully developed yet and thus in very limited use, it shows a great potential due to
its intrinsic high efficiency, fuel flexibility, low emissions and noise/vibration levels and good
performance at partial load. A number of Stirling engine developers for micro-CHP applications are
available. Stirling engine manufactures that are focused on micro-CHP applications are worldwide
dispersed. WhisperTech®, from New Zealand, produces a four-cylinder alpha-type Stirling engine
and self-integrates the engine in a complete micro-CHP system [7]. Enatec® from the Netherlands
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builds Stirling driven domestic CHP plants [8]. Cleanergy® from Sweden recently acquired the
rights and patents of the previously known SOLO engine from Germany[9]. There is the MicroGen
Engine, which is being developed by a consortium of Baxi Group and other players in the European
heating market [10].

The main purpose of this work is to develop a preliminary study on the application of Stirling
engines in the modelling of micro-CHP systems. Therefore, it is intended to include a
comprehensive review of the state-of-the-art based on the technological knowledge about the
performance characteristics (electrical efficiency, heat recovery capacity, gas emissions), quality of
supp lied electricity, specific maintenance requirements, systems lifetime and fuel types.

2. The Stirling Engine

Since the presentation of the paent by Robert Stirling in 1816, Stirling engines have been
developed for different purposes and applications. This versatility is due to the fact that the heat
source in Stirling engines is external and thus can accept a wide variety of fuels, including fossil
fuels, biomass, solar, geothermal and nuclear energy. Another good point is that the combustion
process can occur in steady state and therefore is easier to control. Stirlingengines are very flexible
and its most outstanding feature is related to their capacity towork at low temperatures. In this way,
they can use some energy sources that are usually widespread, for instance, hot water [1]. Also,
Stirling engines have low pollutant emissions, low noise levels and long maintenance free operating
periods.

2.1. Principle of Operation

An elementary Stirling engine consists of an engine piston, an exchanger piston and three heat
exchangers: a cooler, a regenerator and a heater. The piston converts gas pressure into mechanical
power, whereas the exchanger piston is used to move the working gas between the hot and cold
sources. Stirling engines are usually classified accordingto its mechanical configuration: the Alpha,
Beta and the Gamma arrangements (Fig. 1).
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Fig. 1. Schematic representation of Stirling engine configurations.
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The Alpha configuration has two mechanically linked pistons (compression and expansion pistons)
in separate cylinders connected in series by the cooler, the regenerator and the heater. The Beta
configuration corresponds to the classic Stirling engine, having a power/compression piston
arranged within a single cylinder with a displacer/expansion piston, both connected to the same
shaft in a rather complex manner. The existence of a displacer aims to move the working gas
between the expansion and the compression spaces at constant volume. Similar to what happens in
the Beta configuration, Gamma engines use displacer-piston arrangements. The main difference
between these two configurations is that, in the Gamma engine, the power piston is mounted in a
separate cylinder alongside the displacer-piston cylinder and the working gas can flow freely
between them. This configuration produces a lower compression ratio, but allows an easier
mechanical linkage between the pistons and a convenient separation between the heat exchangers
which are associated to the displacer cylinder and the compression work space associated with the
power piston [11].

Stirling engine drive methods are based on two distinct principles of operation: the kinematic drive
and the free piston drive method. Kinematic Stirling engines use the mechanical elements to convert
the reciprocal piston motion to a rotational output, say to drive a generator. The kinematic drives
require special sealing to avoid leaks due to high pressures a which the working gas is subject.
Free-piston Stirling engines move the reciprocating elements using the pressure variations in the
space beneath the piston. As the linear alternator is tightly attached, the mechanical friction is
minimized and, as a result, the leakage of the working gas is substantial reduced. So, the free piston
engine does not require large maintenance costs, allowing a continuous power operation and a great
potential for high efficiency [12].

Stirling engines have the potential of achieving higher efficiencies because they closely approach
the Carnot cycle. Presently, these engines are able to get an electrical efficiency of about 30% and a
total efficiency of 85-98% operating in cogeneration mode. Stirling engines also have good
capability to operate under part-load conditions.

In theory, the Stirling engine is the most efficient technology for converting heat into mechanical
work, being its efficiency limited by the Carnot cycle (ideal engine) efficiency.

2.2. Stirling engine thermodynamic cycle

The Stirling cycle engines have been developed in recent years as external combustion engines with
regeneration. It is a closed cycle and it contains a fixed mass of a working gas.

The ideal Stirling cycle combines four thermodynamic distinct processes: two constant-temperature
processes and two constant-volume processes. In the ideal Stirling engine cycle, the working gas is
alternately heated and cooled as it is compressed and expanded. The first process of the ideal
Stirling engine cycle is the isothermal compression process. During this stage work (Wy.,) is done
on the working fluid, while an equal amount of heat (Qy,) is rejected by the system to the cooling
source. As there is no change of gas temperature, the transferred heat to this process is the same (Q4.
»=W1.,). At the second step, a constant-volume process occurs with heat addiction (Q,3) and no
work is done (W,.3=0). Then the working fluid suffers an isothermal expansion at constant
temperature, as heat is added (Qs.4) to the system from the heating source. Work is done by the
working fluid (Ws,4). Finally heat (Q,1) is rejected by the working fluid and gas temperature
decreases when it passes through the regenerator. No work is done (W,.,=0). Figure 2 represents the
pressure/volume diagram of the ideal Stirlingengine [13].
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Fig. 2. Pressure/volume diagram of the ideal Stirling engine cycle {adapted from [14]}.

The efficiency of a real Stirling Engine is lower when compared with the ideal cycle. One of the
causes for inefficiency of the real Stirling cycle is due to the regenerator because it adds friction to
the flow of the working gas. The other major cause of Stirling cycle inefficiency is the fact that not
all the gas in the engine participates in the cycle, since there is a certain amount of gas that remains
in the regenerator, heater or cooler. The reduction of cycle efficiency is related with the percentage
of this “dead volume” of gas in the engine, which is always present because of the addition of heat
exchangers, transfer ducts, and regenerators. Many authors have studied the effect of heat losses,
irreversibilities and design parameters on the thermodynamic performance of Stirling engines.
Timoumi and co-workers [11] presented a study where a numerical simulation was developed using
the experimental data from the General Motor (GPU-3) Stirling engine. The model was used to
determine the influence of geometrical and physical parameters in the engine performance. Puech
and Tishkova [14] performed a theoretical analysis on the thermodynamic analysis of a Stirling
engine with linear and sinusoidal variations of the volume. The authors concluded that the dead
volume strongly amplifies the imperfect regeneration effect and, therefore, the regenerator
effectiveness. Kongtragool and Wongwises [15] also studied the effects of dead volume and
regenerator effectiveness on thermal Stirling efficiency and concluded that the dead volume
conduces to the reduction of engine network and the thermal efficiency.

The nature and the pressure of the working fluid influence the power performance of the Stirling
engine. Gases such as helium and hydrogen, which allows rapid heat transfer and do not change
phase, are typically used in high-performance Stirling engines [2]. Hydrogen, thermodynamically a
better choice, has a higher thermal diffusivity and has a lower viscosity and therefore lower flow
losses than helium. On other hand, helium has fewer material compatibility problems and it is safer
to work with. Also, air can be used as the working fluid but with a prejudice on performance [16].

2.3. Review on Stirling Engines Optimization

In the design of Stirling engines, two aspects are currently considered: the maximum efficiency and
the maximum power production. Markman and co-workers [11] conducted an experiment using a
beta-configuration Stirling engine to measure the heat fluxes and the power losses, aiming to the

optimization of the engine efficiency. Wu et al. [2] analysed the optimal performance of a Stirling
engine. In their Study, the influence of heat transfer and regeneration time on the Stirling engine
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cycle performance was discussed. Puech and Tishkova [14] performed a thermodynamic analysis of
a Stirling engine conducting an investigation about the influence of regenerator dead volume
variations. The results showed that the dead volume amplifies the imperfect regeneration effect.

Petrescu et al. [5] presented a method for calculating the efficiency and power of a Stirling engine.

Boucher et al. [12] related a theoretical study of the dynamic behaviour of a dual free-piston Stirling
engine coupled with an asynchronous linear alternator. The objective was the evaluation of the
thermo-mechanical conditions for a stable operation of the engine.

Formosa and Despesse [17] developed an analytical thermodynamic model to study a free-piston
Stirling engine architecture. The model integrated the analysis of the regenerator efficiency and
conduction losses, the pressure drops and the heat exchangers effectiveness. The model was
validated using the whole range of the experimental data available from the General Motor GPU-3
Stirling engine prototype. The influence of the technological and operating parameters on Stirling
engine performance was investigated. The results from the simplified model and the data from the
experiment showed a reasonable correlation. Rogdakis et al. [18] studied a Solo Stirling Engine
V161 cogeneration module via a thermodynamic analysis. Calculations were conducted using
different operational conditions concerning the heat load of the engine and the produced electrical
power. The authors achieved good results in terms of electrical and thermal efficiencies as well as
good primary energy savings.

3. Stirling engine based micro-CHP systems

Stirling engines have been developed in a wide range of power capacity, from 1 W to IMW. Both
engine drive types show a great potential for combined heat and power systems. The kinematic
Stirling units are able to produce 1.1 to 500 kW of electrical capacity, while free piston Stirling
engines can be found in the range between 1 and 25 kW of electrical capacity [17]. This makes free
piston Stirling engines an attractive technology suitable for small- and micro-scale applications.
There are some commercially available cogeneration systems, based on Stirling engines, in
development. The company WhisperTech® (New Zealand) developed an alpha kinematic engine
called WhisperGen™ with a capacity of up to 1.2 kW of electrical power and 7.5-14.5 kW of heat.
It is a four cylinder unit with the option to interface with the electrical grid. WhisperGen™ provides
a low electrical efficiency of 12% but an total efficiency of 80%, leading to smooth and vibration
free operation [1, 7].

Microgen™ unit, developed by BG Group from a US (Sunpower) design, contains a supplementary
burner which enables it to meet the full heating requirements for larger homes. MicroGen™ is a
cogeneration unit for residential and small-office use. The unit is based on free piston Stirling
engine and it is fuelled by natural gas. This unit is able to produce 1.1 kW of electricity and a
thermal output range of 15-36 kW4,. However, when the demand is low, the unit has the capacity of
modulating down to 5 kW, According to BG Group, the MicroGen™ unit can reduce CO,
emissions in 25% [10].

Cleanergy® is a leading engine manufacturer in the Stirling technology field. It offers two variants
of small power plants: one for biogas and one for solar power, the Solo Stirling model. The units are
of open source configuration and have the maximum electrical capacity of 9kW. The combined heat
and power unit for biogas also generates 26 kW of thermal power. Cleanergy’s Stirling units have a
very long lifetime and high efficiency. In 2009 Cleanergy® moved the production of Stirling
engines to the newly refurbished company in Sweden from Germany in order to scale-up the
production [9, 18].

The Enatec® consortium in the Netherlands and Rinnai in Japan both use Infinia Stirling generator
technology in their residential CHP systems. Their free-piston Stirling generators are designed to
deliver energy in a way that is virtually silent, long-lasting, economical, environmentally-friendly
and exceptionally low-maintenance [10]. Infinia Corporation® recently launched a new system, the
PowerDish™, which uses a parabolic concentrator dish to concentrate the sun's energy onto the hot
end of a free-piston Stirling engine. This concentrated solar energy creates a temperature
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differential across the engine, causing the expansion and the contraction of the working gas which
leads to the piston motion and the alternator generates electricity [19]

Inspirit® has been developing a micro-CHP unit based on a kinematic Stirling engine design. The
beta configuration Stirling engine uses helium as its working gas and utilises an external heat
source, to provide energy. The micro-CHP unit is capable of simultaneous generation of 15kW
thermal and 3kW electrical output, exporting this electricity back to the utility grid. The appliance
offers a total efficiency of up to 92%, comparing to an electrical efficiency of 16% and a thermal
efficiency of 76% [20].

Stirling BioPower®, previously called STM Power, is a North American company which designs
and manufactures Stirling engines. The company developed the PowerUnit™ which uses a Stirling
engine to create a prime mover designed for renewable energy and distributed generation
applications. The system was designed to operate on natural gas, propane, alcohol, renewable
energy such as biomass or hot air as heat source. PowerUnit™ is able to reach a net electrical
efficiency of 27-28% and, used in cogeneration mode, the total efficiency can achieve the 75-80%
[21].

Sigma Elektroteknisk (Norway) developed a Stirlingengine, PCP 1-130, to be used in co-generating
applications. The beta-type Stirling uses helium as the working fluid, producing 1.5 kW of electrical
power and 9 kW of thermal power with atotal efficiency of 95% [22].

The use of Stirling technology applied to combined heat and power production is still under
development. The Table 1 compares the power and the efficiencies for commercial models with
greater significance in terms of commercialization.

Table 1. Power and Efficiency of micro-CHP commercial systems based on Stirling technology

Technical . . _ Inspirit micro-
e WhisperGen™ MicroGen™ Solo Stirlin .
Specifications P g CHP appliance

Fuel Natural Gas Natural Gas Biogas/Solar Gas
Heat Production 7.5-145% kw 15-36 kW 8-26 kW 12-15 kW
Electrical 1-1.2 KW 1.1 kW 2-9.5 KW 0.5-3 KW
Production

Electrical Efficiency 12% 13.5% 24% 16%
Thermal Efficiency 7% (@) 72% 76%
CO? Emission 11% 250 * 20%
Savings®

(1) Including the burner; *Information not found

Stirling Denmark has also developed a micro-CHP unit, the SM5A, which is not yet available in the
market. The unit, based on a beta-type Stirling engine, delivers, at nominal condition, 8.1kWof
electric power and 24.9kWof thermal power. The unit uses helium as working gas and was
developed for utilization of biogas.

According to the presented values, it seems that micro-CHP systems are suitable for residential,

commercial or institutional buildings, where the demand for thermal energy is more amplified: hot
water consumption and space heating.

4. Comparison with other technologies

A number of prime mover technologies have been proposed for micro-CHP gpplications, based on
ICE (Internal Combustion Engine), Stirling engines, Fuel Cells and Rankine cycles [23].
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For micro-CHP applications, spark ignition engines are used where the exhaust heat as well as the
heat from the oil and engine cooling are recovered using heat exchangers. Reciprocating engines are
produced and commercialized in large scale by a variety of companies worldwide. One of the most
sold systems is the Dachs model by Senertec® model, which generates 5.5 kW of electricity and 14
kW of thermal energy. It achieves 25% and 80% of electrical and total efficiency, respectively. An
interesting unit for single-family house applications is the Honda’s Ecowill™ unit which delivers 1
kW of electricity [24].

Fuel Cells, which convert the chemical energy into electrical energy, are under development by
several companies. Leading examples include the Plug Power PEM (Polymer Exchange M embrane)
unit with aproduction of 4.6 kW of electricity, plus 7 kW of heat and the Sulzer Hexis SOFC (Solid
Oxide Fuel Cell) 1kW, unit with integral gas burner to provide flexible thermal output. The main
disadvantages of this technology are that the heat cannot be extracted at well-defined points in the
system, investment costs are extremely high and reliability issues are still a problematic [25].

A recent technological development is the Organic Rankine units. The most familiar Rankine
engine is the steam engine in which water is boiled by an external heat source, expands and exerts
pressure on a piston or turbine rotor and hence does useful work. Some of these systems use an
organic fluid and operates at temperatures and pressures much closer to conventional heating and
refrigeration purposes [24]. An example of this of these units is the Energetix Genlec system, based
on the Inergia prototype developed by the Battelle Institute in the USA. This system is able to
produce 1 kW of electricity and 10 kW of heat. Although having rather low electrical efficiency, it
is well matched to many domestic applications and appears to offer relatively low manufacturing
costs and good service life characteristics. As of 2011, the system is still in laboratory tests [26].

Micro gas turbines are also used as prime movers for cogeneration applications, but not at the
micro-scale level due to the fact that these systems are only available for higher power outputs
(30kW,). In Table 2, different technologies are compared considering the electrical and thermal

efficiencies, the stage of the technology development, fuel versatility, investment costs for each
technology and the specific power [1, 17, 24].

Table 2. Comparison of different micro cogeneration technologies

Energy Stage of Investment Specific Power
0, 0,
Technology na (%) 17 (%) Source Technology Costs (€/kW,) (Wikg)
. . Liquid fuel .
Reciprocating ] Commercially @ _ ]
Engine 20-30 > 85 Natural gas available 2100% - 4500 10- 18
Any type of Some models
Stirling fuel, solar are already @ _ 73-91®
Engine 1135 >8 radiation commercially 2800~ 10000 B
available
Hydrogen |y R&Dandtest -
Fuel Cells 28-30  80-85 hydrocarbon prototypes 530000
Rankine i } Any type of - -
Engines 10-20  70-85 Fael In R&D

(1) For a 15 KW, unit; (2) Solo 161 not currently available; (3) not including Solo 161

Considering the data from Table 2, it can be said that Stirling engines offer a high variety of fuels
with which it is possible to operate, allowing in particular the use of bio fuels or solar energy.
Stirling engines have a great potential to achieve high overall efficiencies despite the moderate
electrical efficiency. Also, the Stirling engines have good performance at partial load. The
reciprocating engines are the technology with higher maturity, which represents a great advantage
with respect to their diffusion in the market. Reciprocating engines have similar values for electrical
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efficiency when compared with the Stirling engines, but theoretically require more periodic
maintenance representing a cost increase. In addition, reciprocating engines have high noise levels
and pollutant emissions. Fuel Cells and Rankine engines are still under development with some
pilot plants being currently tested. The major potential of these two technologies lies in the highest
electrical efficiency and the almost zero pollutant emissions. However, and due to fact that both are
emerging technologies, their capital costs are considerable. As a result, their competitiveness
remains unclear until they could be distributed in the market [27].

5. Economics of micro-CHP systems

The technical and economic challenges are significantly higher for micro-CHP than for larger scale
systems. The economic viability of the micro CHP systems is fully related to the capacity of
manufacturing the systems at a cost that can be recovered from the savings and incomes duringthe
operating lifetime. In fact, the production costs per unit of power tend to rise exponentially as size
reduces. In addition, micro-CHP depends on both the capital investment and the value of electricity
produced by the unit. This latter represents the most valuable income from the systems operation.
Therefore, for any given system, the payback relies on the unit’s operating hours and consequently
the total electricity produced annually. Clearly, it is not only the system purchase costs that are
important to assess. The maintenance, the installation and the frequency of service intervals over the
system working lifetime have to be quantified [28]. Because Stirling engines have sealed operating
chambers, these systems have low wear and, as a consequence, long maintenance intervals. The
result is the reduction of operating costs.

The economic viability analysis of cogeneration systems at mini- and micro-scale level have to
consider, necessarily, the social and environmental benefits arising from its use. In practical terms
micro-CHP plants also need to match the operational aspects with the respective energy needs. At
least in Europe, micro CHP operation is thermally led, which means that the micro-CHP systems
run when there is a demand for heat production.

In fact, the introduction of these systems in the building sector brought several challenges in order
to determine the real needs in terms of electrical and thermal energy. Each household has a specific
energy demand depending on many variables such as climate characteristics, building features, the
number and the behaviour of the dwellers. A number of earlier studies have used diverging
approaches to investigate this. Some authors [29, 30] simulated the behaviour of entire buildings
using whole-building and systems simulation tools. Other authors [31, 32] used approaches that are
based on established load profiles, not explaining how this residential energy load is composed.
Hawkes et al. [30] developed techno-economic modelling of micro-CHP to determine the minimum
annual cost of meeting a given residential electricity and heat demand profile through optimal sizing
of micro-CHP generation capacity.

Effectively the electricity and heat generated from micro-CHP systems does not impose an
additional combustion process, being reduced the carbon emissions in producing both electricity
and heat. Accordingto Onovwiona [1], emissions from Stirling burners can be 10 times lower than
those emitted from gas Otto engines with catalytic a converter. The actual “savings” in CO, as well
as pollutant emissions (e.g. SOy, NO, emissions) depend on the annual operating hours. In addition
to the economic benefits, there is potential in strategic terms of reducing fuel dependency, although
there are complications regarding the funding of this energy efficiency measure.

Many authors defend the theory that the success of micro-CHP systems in the residential sector
requires a multi-criteria evaluation where consumers identify the different parameters that may
influence the acquisition of such systems as viable solution to meet their energy demands.
Generally, the micro-CHP units must be of small dimensions, unobtrusive visually and acoustically
silent [1, 4]. The benefits of micro-CHP over conventional power production can be summarized in
a few points: (i) micro-CHP produces heat and power at point on demand which fulfil the domestic
electric and heating needs; (ii) the on-site power production reduces transmission and distribution
losses; (iii) the utilization of primary energy is maximized by reducing waste heat; and finally (iv)
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micro-CHP offers significant contribution to gas emissions reduction, also because of the possibility
of using renewable sources.

Perhaps, of more significance though, is the benefit which micro CHP offers in conjunction with
other beneficial technologies. One example of this is the impact it’s the integration of the micro-
CHP systems with the national grid, which is led by thermal demand and therefore greater when
network demand tends to be the highest. This will therefore reduce peak generation and network
capacity demand, reducing energy distribution costs [33].

6. Conclusions

The present paper presents a review of the state-of-the-art based on the technological knowledge
about the Stirling cycle, performance characteristics such as the electrical efficiency, the heat
recovery capacity and the fuels used by micro-CHP systems centred on Stirling engines. A
comparison between Stirling engine and other technologies used in to micro-scale applications was
also performed. The thermal efficiency is better for the micro-CHP systems with Stirling engines
and reciprocating engines when compared with the Fuel Cells for instance. Many systems based on
kinematic drive and free-piston engines show a great potential for the combined production of heat
and power.

Stirling engines have been identified as a promising technology for the conversion of primary
energy into useful power due to their high efficiency levels, low pollutant emissions, low noise
levels and mostly due to their flexibility in terms of fuel sources. The use of a renewable energy
source is very important from the view point of the primary energy savings. However, these
systems present some disadvantages. One of them is the relatively high capital costs of those plants.

The review on Stirling engine technology presented in this paper intends to be a preliminary study
on all micro cogeneration systems commercially available (or about to be marketed) in order to
understand what are the best configurations and settings of this technology to be applied in
combined heat and power production for the building sector. The main purpose behind this study is
the definition of a numerical cost-benefit model applied to a cogeneration system for a micro-scale
application. The system that is intended to be modelled is based on Stirling engine technology
combined with a solar collector by proposing the use of a renewable energy source. After defining
the numerical model, optimization methods will be used with the aim to achieve the best technical
and economic output of the system in analysis. The relevance of the study is to prove that the use of
numerical optimization in the design of technical systems could be of utmost importance, allowing
the improvement of performance and the reliability of the power plants, prior to their introduction in
the market.
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Abstract:

Power generation from low enthalpy geothermal resources using Organic Rankine Cycle systems is
markedly influenced by the temperature level of the heat source and heat sink. During plant operation the
actual temperature of the geofluid may be different from the value assumed in the design phase. In addition,
the seasonal and daily variations of the ambient temperature greatly affect the power output especially when
a dry condensation system is used. This paper presents a detailed off-design model of an Organic Rankine
Cycle that includes the performance curves of the main plant components. Two capacitive components in
the model have the key function of damping the temporary disequilibrium of mass and energy inside the
system. Isobutane and R134a are considered as working fluids, mainly operating in subcritical and
supercritical cycles, respectively. The off-design model is used to find the optimal operating parameters that
maximize the electricity production in response to changes of the ambient temperatures between 0 and 30°C
and geofluid temperatures between 130 and 180°C. This optimal operation strategy can be
conveniently applied both to already existing plants and in the choice of new design plant configurations.

Keywords:
Organic Rankine Cycle, Off-Design, Dynamic Model, Control Strategy.

1. Introduction

Organic Rankine Cycles are a viable option for high efficiency/low cost exploitation of low
temperature geothermal flows for electricity production. Some studies in the literature searched for
parameters which are most suitable to correctly analyze the overall system performance. Among
them, the works [1], [2] and [3] emphasized the importance of using a heat recovery efficiency in
addition to thermal efficiency to correctly quantify the system capability of using the available
energy/exergy content of the geothermal source. Other studies [4], [5] and [6] focused mainly on
the best choice of the cycle operating fluids both in terms of efficiency and costs. The common
approach in these studies consists in building system models and in comparing the obtained results
for a given inlet temperature of the sensible heat source. Only few works [7] and [8] present instead
a comparison between calculated and experimental values.

A different approach was used by the authors in [9] to search for the optimal and sub-optimal
design conditions of Organic Rankine Cycle systems, which consists in keeping the design of the
“heat transfer section” within the system (which appears as a black-box including hot and cold
thermal streams, see Fig. 1a) independent of the design of the rest of the system itself (which is
called basic plant configuration). This is done using the so called HEATSEP method [10] which
considers the temperatures at the boundaries of the two parts of the systems as decision variables in
the design optimization procedure. So, the design of the heat exchanger network can be performed
only after these optimal temperature values are calculated.

In [11] the optimal thermodynamic solutions found in [9] for the working fluids isobutane and
R134a were evaluated from the economic point of view. For various temperature values of the
geothermal source in the range 130-180 °C, the heat exchanger network, previously left undefined
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inside the black box, was obtained (Fig. 1b). It was composed by a preheater-vaporizer or a
supercritical evaporator, an air cooled condenser and, only in some cases, a recuperator. The
recuperator was “introduced” in the system structure by the optimization procedure when the
thermal energy required to heat the operating fluid between pump outlet and turbine inlet was
greater than the thermal energy made available by the geothermal source.

Although ORC systems are rather easy to operate, particular care must be taken in controlling and
monitoring the system during transient conditions when the load demand or the quality or flow of
the low temperature heat source changes. These conditions can be profitably predicted by off-design
models. In [7] one of the present authors built an off-design stationary model of an existing 30 MW
ORC plant in Aspen® environment using real characteristic curves. The model was then used to
calculate the values of the operating parameters which maximize the power output from the
available geothermal resource, and to change the actual operating criterion accordingly. Dynamic
off-design models of ORC plants were recently proposed in [12] and [13]. In [12] the authors
focused on the correct representation of evaporator and condenser dynamic behavior. The model
was validated against experimental data available froma pilot 100kW ORC system using R245fa as
working fluid. In [13] a dynamic model was built for a small scale Organic Rankine Cycle
including a volumetric expander. The model was used to find the optimal control strategy to recover
energy froma variable flow rate and temperature waste heat source using R245fa as working fluid.
In particular, the authors developed dynamic models for the evaporator and the “receiver” (an
accumulator) at the condenser exhaust whereas they used a steady state model for the expander.

In this paper an innovative off-design dynamic model of the ORC system is presented. Design
conditions are assumed to be the optimal ones obtained in [9], and real characteristic curves are
included in the model. When the ambient temperature and/or the geofluid temperature depart from
the design values new operating parameters and thermodynamic cycles can be found by the model,
which depend on the performance curves of the components and the plant control criterion. On this
basis, an optimal control strategy is suggested to search for the values of the operating parameters
which maximize the power generated at any predictable off-design conditions.
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Fig. 1. Configuration of the single pressure level ORC: a) basic plant configuration according to
the HEATSEP method [10], b) plant configuration which includes the heat exchanger network.

2. The off-design model

2.1. General description

The off-design model built to simulate the system is composed by the sequence of components
shown in Fig. 2. Each of these components is described by a performance curve previously set in
the design phase. The operating point of the system is the equilibrium point obtained at given
ambient conditions and control philosophy of the components. The point of equilibrium is obtained
by balancing the reactions that each component provides in response to the thermodynamic
conditions at the boundary of its control volume (both inlet and outlet) and by calculating the new
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conditions according to its performance curve. Two key components of the system are the
capacities at low and high pressure that can either exist in the real systemas separate components or
be only included in the model to calculate the equilibrium point. The capacities are filled and
drained by the two main streams in the system: the stream flowing through the pump (from the low
pressure capacity to the high pressure capacity) and the stream flowing through the turbine (from
the high pressure capacity to the low pressure capacity). The mass flow rates of both these streams
are obtained using the performance curves of the pump and turbine and the pressures inside the two
capacities. However, the pressure inside the capacities depends in turn on the mass flows entering
and leaving the capacities (actually the summation of the mass and enthalpy flows). Thus, after a
transient from fixed initial conditions for each component a general equilibrium is found among all
components, which describes the steady operating point of the system.

The following variables, shown in Fig. 2 using blue labels, are assumed as control variables in the
system:

= Pump rotational speed (npump);

= Turbine capacity factor defined as a multiplier of the corrected mass flow rate at nominal
conditions, controlled by opening of the nozzle vanes (fcap);

= Air mass flow rate in the ACC (mA).

The control variables are optimized to maximize the net power output (Pnet), Which is defined as the

difference between the power generated by the turbine (Pgen) and the power absorbed by the feed
pumps (Ppump) and the ACC fans (Pacc):

Poet = Pgen - Ppump = Pacc (l)
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Fig. 2. Schematic of the off-design model of the ORC system. Note the two capacities in addition to
the main plant components.

2.2. Capacity

The capacity has the main function of damping the temporary mass and energy imbalance inside the
system. A capacity is usually represented in the Simulink model as a high level block where mass
and energy flows converge and depart. This volume can either be included in the model to help in
the attainment of the equilibrium condition increasing the stability of the system or it can represent
a really existing volume like a tank. In the latter case the transient toward the equilibrium condition
represents the transient occurring in the real system.

Inside the block capacity the transient mass and energy balances are solved (as a function of mass
and energy transfers of the capacities with the outside environment), which set the physical,
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thermodynamic and chemical conditions inside the same capacity (the conditions of the flows
leaving the capacity are identical to the conditions inside the same capacity).

The mass balance is:

dp .

VL= 2
m oo )
The energy balance is:

du .

i -h 3
AL ®

According to these mass and energy balances the time variation of pressure and specific internal
energy are obtained, which are then integrated to calculate the instantaneous parameters, from
which all the other fluid properties are obtained.

2.3. Feed pump

The pump sets the flow rate that passes through the upper branch of the loop shown in Fig. 2. The
pump performance curve included in the model, shown in Fig. 3, was derived from a multi-speed
performance curve of a pump operating in a real geothermal binary plant. The maximum efficiency
of the pump, which is set equal to 70%, was assumed to occur at the design flow rate and design
head at the nominal speed of rotation of the pump. The nominal speed of rotation is fixed in the
design phase and it is here conventionally assumed equal to 1500 rpm. The speed of rotation of the
pump (npump) is among the model operating parameters that are varied to maximize the power
production in off-design conditions: when this parameter varies the pump performance curve is
scaled down in head and flow rate according to the affinity laws. The input to the block pump is
given by the difference between the pressures in the two capacities: this information, combined with
the information on the speed of rotation allows to enter in a non-dimensional curve from which the
non-dimensional mass flow rate and pump efficiency are obtained. The mass flow rate through the
pump is then obtained from the non-dimensional flow rate and pump speed of rotation.
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Fig. 3. Pump performance curve used in the model.

2.4. Expander

The expander sets the mass flow rate in the lower branch of the loop in Fig. 2. Since the expansion
ratios are generally high, it is assumed that the turbine works at sonic conditions with choking
conditions in the nozzle. This implies that for a given opening of the nozzle vanes the “corrected

m./T, . .
mass flow” (m, =——4) is constant, so that the mass flow rate depends only on the nominal mass
Pos
flow rate and the pressure and temperature values of the high pressure capacity, whereas it does not
depend on the enthalpy drop and speed of rotation.
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The trend of the performance curve with the opening of the nozzle vanes is shown in Fig. 4, and it is
simulated by applying a multiplying factor lower, equal or higher than one to the nominal corrected
mass flow. This multiplying factor sets the mass flow rate in the turbine and contributes in setting
the mass flow rate of the whole system, therefore it was selected as the second operating parameter
(fcap) that is varied to maximize the power output in off-design conditions.
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Fig. 4. Turbine maps. In the operating zone (circled) the corrected mass flow rate increases due to
the opening of the nozzle vanes only.

The isentropic efficiency of the turbine is calculated starting from the isentropic efficiency at design
conditions (0.85) and multiplying it by two correction factors. The first correction factor, shown in
Fig. 5a, is related to the variation of u/cy that results from the variation of the isentropic enthalpy
drop (4his) at off-design conditions. Optimal u/cy values, where co is the “spouting velocity”

(c, =+/2- Ah ) are around 0.7. The second factor is related to the variation of the mass flow rate
from the design value, as shown in Fig. 5b.

Inputs to the turbine block are the pressures of the two capacities and the temperature of the high
pressure capacity at the operating conditions considered. From these information the isentropic
enthalpy drop and the mass flow rate flowing through the turbine (still using the flow multiplying
factor associated with the position of the vanes) are calculated. These variables are then used in the
calculation of the two correction factors in Figs 5a and 5b, that multiply the expander isentropic
efficiency at design conditions (85%).
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Fig. 5. Correction factors of design turbine isentropic efficiency due to: a) variation of AH,s from
the design value, b) variation of working fluid mass flow rate from the design value.

32



2.5. Heat exchangers

The model assumes that the mass flow rate and pressure of the hot and cold streams inside the heat
exchangers do not vary. The heat duty is calculated from the surface area, the overall heat transfer
coefficients, and the inlet temperatures of the hot and cold streams. The overall heat transfer
coefficient varies with the flow rate simply according to the following correlation:

U:UDP'( m jn (4)

Mpp

where DP refers to the design point, m is the mass flow rate and the exponent n was calculated by
modeling the heat exchangers using the software Aspen Shell&Tube. The values shown in Table 1
were used for the exponent n, and they apply to the air flow rate for the air cooled condenser and to
the working fluid for the remaining components (preheater, vaporizer, supercritical evaporator,
recuperator). On the basis of these data the temperatures and the remaining properties of the flows
leaving the heat exchangers are obtained.

Table 1. Values used for exponent n in (4).

Heat exchanger Exponent n
Air cooled condenser 0.4
Preheater + vaporizer (subcritical case) 0.15
Evaporator (supercritical case) 0.66
Recuperator 0.67

2.6. Air cooled condenser

The air cooled condenser is considered as a part of the low pressure capacity. The vapor leaving the
turbine (or the recuperator) enters the low pressure capacity, is condensed and leaves the capacity as
a subcooled liquid (2°C below the saturation temperature). The saturation temperature depends on
the condensing pressure, that is the pressure of the low pressure capacity. The equilibrium of the
capacity depends on the mass balance and the enthalpy balance where, in addition to the enthalpy of
the working fluid, the heat removed by the cooling air should be considered. This heat load is
calculated in a heat exchanger where air enters at ambient temperature while the working fluid
remains at saturated conditions. The third parameter that is varied to maximize the power output at
off-design conditions is the cooling air mass flow rate (mA). The specific power consumption of the
air cooled condenser fans is assumed to be 0.15 kW/(kg/s of air).

3. Simulation results

The optimization problem described in Section 2.1 is solved using the optimization algorithm SQP
(sequential quadratic programming) that is included in MATLAB optimization toolbox. The
optimization algorithm maximizes the net power output by modifying the values of the following
control variables: pump speed of rotation, multiplying factor of the nominal turbine corrected mass
flow rate, air mass flow rate in the air cooled condenser. In the optimization problem the following
constraints are considered: the minimum brine reinjection temperature is 70°C; in the subcritical
cases the working fluid is completely vaporized at the outlet of the vaporizer; the vapor fraction at
the outlet of the expander should be higher than 0.9. Consistently with the design basis
assumptions, the mass flow rate of geothermal fluid is 100 kg/s.

3.1. Optimal response to ambient temperature variations

The optimal values of the operating plant parameters in response to variations of the ambient
temperature are shown in Figs 6 to 11 where the brine temperature is considered as a parameter.
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The results for isobutane are presented first (Figs 6 to 8), followed by those obtained for R134a
(Figs 9 to 11). Different symbols are used to underline the activation of the operation constraints, as
described in Table 2.

Table 2. Meaning of symbols associated with plant operation constraints used in Figs 6 to 11.

Symbol Meaning

Small dots The constraint on the minimum brine outlet temperature is active (i.e. the brine
leaves the plant at exactly 70°C)

Big dots The brine outlet temperature is higher than 70°C

Empty dots The constraint on the minimum vapor fraction at turbine inlet is active (the turbine
inlet temperature must be at least 1°C higher than the saturation temperature
corresponding to the cycle maximum pressure)

Full dots The vapor at the turbine inlet is superheated (in supercritical cycles all dots are full)

It is interesting to note that in the off-design optimization the constraint on the minimum

temperature difference between the heat exchanger profiles does not apply as it was in the design

optimization performed in [9]. This results in optimal power output in all scenarios at 20°C slightly

higher (a few kW, i.e. about 1%) than that obtained in the design optimization. In fact, in the

different scenarios air flow rate, pump speed of rotation and turbine capacity factor may assume

values that are higher or lower than the nominal ones, affecting therefore in different ways turbine

power output and power absorbed by pump and air cooled condenser, but improving inany case the

net power output.

The trend of variation of the main parameters with the ambient temperature is explained in the

following:

= Working fluid mass flow rate (Figs 6a and 9a) decreases at low ambient temperatures to satisfy
the constraint on the minimum brine reinjection temperature (70°C). If this constraint were not
included, the net power output would be higher and the brine would leave the plant at much
lower temperature;

= Condensing pressure (Figs 6b and 9b) decreases in response to a reduction of the ambient
temperature and it is only slightly influenced by the inlet temperature of the geothermal fluid;

= Maximum cycle pressure (Figs 7a and 10a) decreases in response to a reduction of the ambient
temperature for supercritical cycles; on the other hand, it increases when the cycle is saturated
due to the change of the thermodynamic cycle under the combined effect of the heat transfer
with the brine and the operating constraints considered,

= Turbine inlet temperature is roughly constant for any variation of the ambient temperature for
each value of brine temperature considered;

= Recuperator heat load increases when the ambient temperature is decreased; however, the
recuperator heat load remains low if it is low at design conditions.

The increase in net power output (Figs 7b and 10b) in response to a reduction of the ambient
temperature is due to:

= Increase in turbine power output due to the reduction in the condensing pressure, which more
than compensates the reduction of working fluid flow rate;

= Decrease in power absorbed by the ACC fans due to the reduction of working fluid flow rate;

= Decrease in power absorbed by the feed pump due to the reduction of working fluid flow rate
(only in the supercritical cases).

As regards the optimal control strategy there is a substantial difference between supercritical and
subcritical cycles associated with both the pump and the turbine:
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= In the subcritical case (Fig. 8a) the pump rotational speed increases with the decrease of the
ambient temperature; in the supercritical case (Figs 8a and 11a) the pump rotational speed
decreases with the decrease of the ambient temperature;

= In the subcritical case (Fig. 8b) the turbine capacity factor (i.e. the opening of the guide vanes)
decreases in response to a decrease of the ambient temperature whereas in the supercritical case
(Fig. 8b and 11b) the turbine capacity factor remains constant or limited within a narrow range.
An additional consideration is about the operational flexibility of the plants in the considered
scenarios intended as the capacity of generating power in front of variation of the external
conditions (in this case only the ambient temperature). In general, in all scenarios, without any
distinction about working fluid, sub or supercritical cycle, presence of the recuperator, the optimal
control strategy results ina power output at 0°C that is about 130% the net power output at nominal
conditions (ambient temperature 20°C), and a power output at 30°C that is about 80% the power
output at nominal conditions. Thus, the advantage of the R134a supercritical cycles over the
isobutane subcritical cycles found at design conditions [9] still remains at off-design conditions.
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3.2. Optimal response to brine temperature variations

The optimal values of the plant parameters in response to variations of the brine inlet temperature
from the assumed design value of 160°C are shown in Figs 12 to 15. The subcritical and
supercritical cycles show a similar trend: by increasing the brine inlet temperature, the mass flow
rate (Figs 12a and 13a), the cycle maximum pressure (Figs 12b and 13b) and maximum temperature
increase and the condensation pressure slightly increases. This implies a significant increase of the
net power output (Figs 14a and 14b) since the increased turbine power output more than
compensates the increase in power absorbed by the ACC fans due to the higher working fluid flow
rate and the increase in power absorbed by the feed pump due to the increase of both flow rate and
head.

Concerning the control parameters both the air flow rate and the pump rotational speed increase
with the increase of the brine inlet temperature. This is due to the increase of the working fluid flow
rate and the difference between the cycle high pressure and the condensing pressure.

It is interesting to note the operating range of the two power plants. On the one hand in the R134a
supercritical plant the decrease of brine inlet temperature to 140°C leads to the decrease of the cycle
high pressure up to values very close the critical pressure (41.2 bar against a critical pressure of
40.6 bar). On the other hand in the isobutane subcritical plant the maximum pressure increases
approaching the critical pressure of the working fluid (36.3 bar); as brine temperature is increased
the vaporization temperature increases steeply, while the latent heat of vaporization decreases.
These modifications caused instability problems that resulted in difficulties in getting the
convergence of the model; to better describe the changes in the control strategy the temperature
discretization interval was reduced from 5°C to 1°C in the temperature range between 170 and
180°C. The cycle maximum pressure curve (Fig. 12b) markedly increases around a brine inlet
temperature of 170°C whereas the values assumed by the turbine capacity factor (Fig. 15b) suggest
that the nozzle vanes should close more and more, which probably is the first cause of the
operational instability hindering model convergence. Because of that, it was necessary to introduce
a further constraint that does not allow the cycle high pressure to exceed the 34 bar threshold. This
constraint is activated at brine inlet temperatures equal or higher than 172°C. This new constraint
forces the search of new strategies to maximize the power output, which are different from the
increase in the cycle high pressure. At first the heat from the brine is completely exploited (the brine
outlet temperature is 70°C at temperatures slightly higher than 174°C) and then the working fluid is
slightly superheated (at brine temperatures equal or higher than 178°C). The activation/deactivation
of these three constraints (cycle high pressure lower than 34 bar; minimum brine outlet temperature
equal to 70°C; saturated or superheated vapor at turbine inlet) produces discontinuities in the
control parameters and main cycle parameters, as it appears in the temperature range between 170
and 180°C. The results obtained put some doubts on the operational flexibility of isobutane
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subcritical cycle, which are not due to the margin of variation of the net power output (that is very
similar to that of the R134a supercritical cycle), but to positive variations of the geothermal fluid
temperature which causes the cycle to operate at maximum cycle pressures close to the critical
pressure.
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Fig. 12. Optimal variation of isobutane cycle parameters with geofluid inlet temperature: a)
working fluid mass flow rate, b) maximum pressure.
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4. Conclusions

An off-design model was built to find the optimal control strategy of an Organic Rankine Cycle
system in response to variations of the boundary conditions from the design values. The model
includes two dynamic components, the low and high pressure capacities for the evaluation of the
equilibrium point.

Results show that the ambient temperature greatly influences the power output due to the air
cooling system. At low ambient temperature the net power output is much higher than at warm
ambient temperature and the difference would be even higher without a constraint on the minimum
brine outlet temperature.

Results obtained under variable geofluid inlet temperature show that the power output markedly
increases with the increase of the geothermal fluid inlet temperature mainly due to the increase of
the cycle maximum pressure (and temperature) and the working fluid flow rate. However, the
optimal cycle maximum pressure may approach the critical pressure in both subcritical and
supercritical cycles, which requires a change in the control strategy as described for the subcritical
isobutane cycle.

The optimal operation strategy is obtained by varying the control variables in different ways for
subcritical and supercritical cycles. However, the percentage increase or decrease in power output
due to variations of ambient temperature or geofluid inlet temperature from the design values is
similar for both subcritical and supercritical cycles. This strategy can be conveniently used both for
already existing plants and in the design phase of new plants to choose among the available design
options those which supply the highest electricity production during the expected life according to
predictable variations of brine and ambient temperatures.
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Nomenclature

ACC air cooled condenser
Co spouting velocity, m/s
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D impeller diameter, m

fcap turbine capacity factor

g acceleration of gravity, m/s®
h enthalpy

h pump head, m

HP high pressure

LP low pressure

mA air mass flow rate, kg/s

m mass flow rate, kg/s

npump pump rotational speed, rpm
ORC Organic Rankine Cycle

p pressure, bar

P pump

P power, kW

Q heat load, kW

Q volumetric flow rate, m*/s

t time, s

T turbine

T temperature, °C

u wheel tip speed, nVs

U overall heat transfer coefficient, W/m?-K
U internal energy, J

Y% volume, m®

Greek symbols

n efficiency

P density, kg/m?

1) pump rotational speed, rad/s
Subscripts and superscripts

ACC air cooled condenser

amb ambient

c corrected

cond condenser

DP design point

gen generated by the turbine

in inlet

IS isentropic

net net

out outlet

pump feed pump

turb turbine

01 total conditions at turbine inlet
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Abstract:

A novel framework is proposed for the automated generation and optimization of models representing
superstructures of distributed energy supply systems (DESS). Based on a basic problem description
specifying load cases, available technologies, and topographical constraints, the presented framework
employs the P-graph approach as an initialization step. Since DESS require accounting for time-varying
load profiles and part-load dependent operating efficiencies, the P-graph superstructure is automatically
extended, as necessary, to include multiple redundant energy conversion units. The proposed framework
employs a robust MILP formulation to automatically derive the optimization model representing the
generated superstructure. In the present implementation, a GAMS model is generated that can be readily
optimized. In a case study, the synthesis optimization of an industrial site is analyzed. It is shown that the
framework conveniently and efficiently enables the automated grassroots and retrofit synthesis of DESS
identifying unexpected and complex designs with multiple redundant units and trigeneration systems.

Keywords:

Distributed Energy Supply Systems, MILP, P-graph, Structural Optimization, Superstructure Generation,
Superstructure Optimization, Synthesis and Optimization.

1. Introduction

Distributed energy supply systems (DESS) are highly integrated and complex systems containing a
multitude of technical components including energy conversion plants, energy distribution
infrastructure, and energy storage facilities. This makes DESS synthesis an inherently difficult
problem as a most simple example already shows: Consider the total cost optimization of a heating
system for a single time-varying heating demand (Fig. 1 b).
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Fig. 1. Optimal heating system (a) covering time-varying heat demand (D).

Even if only a single technology such as a simple boiler is considered, the grassroots design
problem becomes challenging due to the trade-offs between

= economy of scale of the equipment investments,
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* limited capacities of standardized equipment,
= equipment performance in part-load operation, and
* minimum operation loads of the equipment.

On the one hand, the boilers’ total capacity has to cover the maximum heat demand, and economy
of scale favors large over small equipment; on the other hand, off-the-shelf boilers are available
only within certain capacity ranges, and hence exceptionally large boilers become
disproportionately expensive. Then again, the boilers’ efficiencies drop at part-load operation, and
thus a sizing enabling full-load operation is beneficial. Moreover, boilers must not be operated
below their minimum part-loads, and therefore need to be sized sufficiently small to cover the
minimum loads. For the considered example (Fig. 1), these trade-offs enforce the installation of
three redundant boilers in the optimal configuration (Fig. 1 a). Thus, multiple redundant units are
generally to be expected in DESS. This is in stark contrast to classical process network synthesis
(PNS) problems, for which, multiplicity and redundancy are often regarded as shortcomings of the
problem formulation [1].

For solving DESS synthesis problems, the intrinsic properties of DESS have to be reflected in the
optimization model. Both the superstructure generation and optimization are difficult tasks leading
to MINLP problems with time-dependent constraints (e.g., demand profiles, ambient temperature
curves); moreover, the problem is multi-modal in the way that for each system structure a local
optimal solution can be found for the equipment dimensioning and operation. For solving these
problems, algorithmic approaches rely on the use of mathematical programming techniques [2-3] to
optimize a given superstructure. Thus, the designer needs to decide a priori which alternatives
should be encoded in the superstructure, and thereby runs the risk to exclude the optimum from
consideration. If the number of equipment considered in the superstructure is enlarged, the
complexity of the optimization problem substantially increases. Above all, manual superstructure
modeling is an error-prone task making automated methods desirable.

For PNS problems, Friedler et al. [4] developed the P-graph based PNS framework for automated
and efficient superstructure generation [5] and optimization [6]. Recently, the P-graph approach has
been applied successfully to the synthesis of energy systems [7]. However, since the current PNS
framework has been developed for synthesizing chemical plants, it does not consider time-varying
boundary conditions and part-load dependent equipment performance — features that have a strong
impact on the performance of DESS as demonstrated above. The current PNS framework therefore
requires manual manipulations to incorporate multiple redundant equipment in the superstructure.

In this paper, a framework for automated superstructure generation and optimization is presented.
This framework accounts for time-dependent boundary conditions, part-load performance, as well
as multiple redundant energy conversion units as key features of DESS.

2. Automated superstructure generation and optimization

This section presents the framework for automated DESS superstructure generation and
optimization. A major difficulty of DESS synthesis problems is that the designer does not know a
priori how many redundant energy conversion units have to be included in the superstructure to
guarantee the inclusion of the global optimal solution. On the other hand, the inclusion of too many
redundant units leads to prohibitive computational effort. To address this problem, this paper
proposes a successive approach for the automated superstructure generation and subsequent
optimization.

Section 2.1 describes the algorithm for automated superstructure and model generation. Section 2.2
describes the successive approach for superstructure generation and optimization. Finally, section
2.3 describes an MILP formulation for DESS superstructure optimization employed in this work.
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2.1. Automated superstructure and model generation

This section presents an automated approach for the generation of DESS superstructures
represented as MI(N)LP models (Fig. 2).

Problem definition

e R
- energy demands, Automated Superstructure Generation

- existing equipment,
- available new equipment

- — d

}( P-graph based MSG Algorithm )

- number of redundant

" ;( Superstructure Expansion )
ntsn 7

- topographical constraints —}( Superstructure Minimization )
1
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----------------- N J

Superstructure

MI(N)LP ;
Model-Template —>( Automatic Model Assembly )

MI(N)LP Model

Fig. 2. Flowchart representing the algorithm for automated superstructure and model generation.

The algorithm relies on a basic problem definition including demand time series, specification of
the existing equipment as well as available new equipment, topographical constraints (if any), and
the number of redundant units 7 to be considered in the superstructure. First, the algorithm employs
the P-graph based maximal structure generation (MSG) algorithm [5] generating a P-graph
superstructure including all feasible technologies. However, this superstructure contains only one
unit of each technology. Next, this superstructure is therefore expanded to incorporate n redundant
units: For this purpose, the generated superstructure is represented as a connectivity matrix C. Its
rows and columns represent final energy users (e.g., demands for heating and cooling) and
generators (e.g., boilers, absorption and compression chillers), respectively. The entries cj of the
connectivity matrix represent the connectivity between users and generators: If a generator / is
connected to a user &, the entry in the corresponding row and column is ¢, = 1; otherwise, it is 0.

Cooling demand 2 0 : 1 1
Cooling demand 1 0 : 1 1
Demands _Al_)sc_)r;;ti;n_cr:ill;r_ 1 _1_ _____ 0o (_) o
Heating demand 2 1 0 0
Heating demand 1 1 0 0

Absorption Compression
chiller chiller

Boiler
Generators {

Fig. 3. Example connectivity matrix representing a superstructure incorporating two heating and
cooling demands, and one boiler, one absorption chiller and one compression chiller.

Fig. 3 shows a connectivity matrix representing a fully connected superstructure incorporating two
heating and cooling demands, as well as one boiler, one absorption chiller and one compression
chiller. It can be seen that absorption chillers take a special role since they represent both final
energy users (driving heat) and generators (refrigeration). For superstructure expansion, all columns
representing generators are copied n-times. The same applies to the rows representing the demand
for driving heat of absorption chillers.
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If specified, topographical constraints are taken into account to reduce the generated superstructure
by cutting infeasible connections, or more technically, assigning zeros to the corresponding matrix
entries. To assemble the final model, the user can use arbitrary MI(N)LP model-templates, which
are parameterized by the generated connectivity matrix. In the present implementation, a GAMS
model [8] is generated that can be readily optimized using standard solvers. This model is based on
an MILP formulation described in section 2.3.

2.2. Successive superstructure generation and optimization

This section presents an algorithm for successive superstructure generation and optimization of
DESS. As stated above, a major difficulty when solving DESS synthesis problems is that the
designer does not know a priori how many redundant conversion units have to be included in the
superstructure to include the global optimal solution. Then again, if too many units are included, the
computational effort becomes prohibitively large. Thus, in this approach, the number of units
included in the superstructure is continuously increased until the global optimal solution is found.

n=n+1
Y yes
Automated MI(N)LP Improyed no
Superstructure PP Solution @
e . Optimization
Initialization: Generation found? Termination
n=Npin

redundant units

Fig. 4. Flowchart representing the successive algorithm for automated superstructure generation
and optimization of DESS synthesis problems.

The proposed approach (Fig. 4) employs the automated superstructure and model generation
algorithm (section 2.1) and subsequently optimizes the generated model by means of mathematical
programming techniques. Next, it expands the superstructure by inclusion of more redundant units
and optimizes the new superstructure. Then, the algorithm compares the objective function values
of the new and the previous solutions: If the new solution is better than the previous one, the
superstructure is further expanded and another optimization is performed; if not, the loop is
terminated. The algorithm is initialized with a minimum number of n = ny;, redundant units. In the
present study, the thinkable simplest strategy for superstructure expansion has been realized: It
increases the number of redundant units to be considered in the superstructure by one for each loop:
n=n+1. In our experience, this simple strategy usually yields the global optimal solution in
practical applications; i.e., in all test cases, superstructure expansions beyond the above described
termination criterion did not improve the optimal solution found.

2.3. An MILP formulation for DESS synthesis problems

For modeling DESS synthesis problems, this work employs an MILP formulation similar to the one
presented by Yokoyama et al. [9]. The present formulation is based on quasi-stationary energy
balances accounting for multiperiod discrete-time load profiles. Part-load performance and
investment cost of the equipment are modeled by piecewise linearized performance and cost
functions. The quality levels, i.e. temperatures and pressures, at which the different energy forms
are provided are assumed to be constant. To employ this MILP formulation in the successive
approach (section 2.2), a generic component-based modeling design is developed enabling an easy
model specification (demand data, number of units and their interconnections, etc.) to represent the
automatically generated superstructures. This is realized by establishing the energy balances in each
particular superstructure according to the corresponding connectivity matrices (section 2.1).

Kasas$ et al. [10] identified the net present value as the best suited economic criterion for single-
objective flowsheet optimization. Accordingly, in this work, the objective function to be maximized
is the net present value,
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It is calculated from the net cash flow R, (annual revenues from feed-in electricity minus annual
energy delivery and maintenance costs), total investments >/, the cash flow time #cp, and the
discount rate i. Typically, energy delivery costs outbalance feed-in revenues, and thus the net
present value becomes negative for DESS.

3. Numerical example

The proposed framework is applied to the synthesis optimization of an industrial distributed energy
supply system. Section 3.1 describes the considered site. In section 3.2, a retrofit synthesis of this
site is performed. Section 3.3 analyzes the potential of a grassroots synthesis. In section 3.4, the
result of the retrofit and the grassroots synthesis are compared. For calculation of the net present
value, a cash flow time of 10 years and a discount rate of 8 % are assumed.

Table 1. Considered energy conversion technologies including their power and cost ranges, and
nominal efficiencies ny (for boilers and CHP engines) and COPs (for chillers).

Technology Thermal power range / MW Price range / 10° € 7N, COPy / -
Boiler 0.1-14.0 34 - 380 0.90
CHP engine 0.5- 32 230- 850 0.87
Absorption chiller 0.1- 6.5 75 - 520 0.67
Turbo-driven chiller 0.4-10.0 89 - 1570 5.54

The set of equipment models employed in this study comprises of boilers, CHP engines,
compression and absorption chillers. For simplicity, cooling towers are assumed to be part of the
chiller units. Table 1 lists capacity and cost ranges of the considered technologies as well as their
nominal efficiencies and COPs. Investment costs are calculated by capacity power laws [11]:

Iy=1,-(Oy 1 Op)", )

and modeled as piecewise linearized functions for the employed MILP formulation (section 2.3). In
(2) Io represents the equipment cost with capacity Q,, Is the reference cost for equipment with
capacity QB, and M a constant parameter depending on the equipment type. If available, the

necessary parameters are taken from the German market [12-13], or else they were provided by
industry partners.

a) b)

1,2 1,2

CHP engine absorption

1,0f (overall efficiency) 1,0t chiller

081 poiler L 0.8r
L o
:‘:O,Gf 8] 0,6  turbo-driven
= % chiller

0,4r  CHP engine © 04r

(electric efficiency)
0,2 0,2
0,0 1 1 1 1 0’0 1 1 1 1
0,0 0,2 0,4 0,6 0,8 1,0 0,0 0,2 0,4 0,6 0,8 1,0
load fraction / - load fraction / -

Fig. 5. Characteristic performance curves of heat generators (a) and chillers (b).
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In this study, only standardized equipment is considered. Thus, for the underlining performance
models, it is justified to assume a characteristic behavior for all units of a certain technology:
Therefore, all units’ part-load efficiency curves are scaled to their nominal efficiencies. These
characteristic performance curves are then assumed to be valid for a technology regardless of the
single units’ capacities. Fig. 5 shows the characteristic performance curves assumed in this study.
These include the relative boiler efficiency, #/nn, the relative CHP engine’s overall and electrical
efficiencies, n/yn and 5e/nanN, and the chillers’ relative coefficients of performance, COP/COPy.
The minimum part-load is assumed to be 20 % for all technologies. While boilers and CHP engines
are subject to efficiency losses at part-load operation, the COPs of absorption and turbo-driven
compression chillers gain maximum values at 55 % and 70 % part-load, respectively. The
performance curves are taken from the German market [12-13], or else provided by industry
partners.

3.1 Site description

The following case study is based on a real-world application. The considered industrial site
comprises of six buildings with time-varying demands for heating and cooling (Fig. 6). The site has
access to the regional natural gas distribution network (gas tariff: 6 ct/kWh). Electricity can be
drawn from an on-site power supply (electricity tariff: 16 ct/kWh; feed-in tariff: 10 ct/kWh).
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Fig. 6. Monthly-averaged demand profiles for heating and cooling of the industrial site.

The existing supply system comprises of two boilers, one CHP engine, one absorption and one
compression chiller. Table 2 lists these units including their nominal thermal powers, overall
efficiencies, and COPs.

Table 2. Nominal thermal powers, overall efficiencies, and COPs of the existing (E) equipment.

Boiler E1 Boiler E2 CHP engine  Absorption chiller ~ Turbo-chiller
El El El
Thermal power / MW 7.0 7.0 3.0 4.0 8.0
1N, COPy / - 0.8 0.75 0.7 0.5 2.8

3.2 Retrofit synthesis

This section describes the optimal retrofit synthesis of the described site employing the proposed
framework for automated superstructure generation and optimization. Available technologies are
boilers, CHP engines, absorption chillers, and turbo-driven compression chillers. The minimum
number of redundant units to be considered in the superstructure is » = 0 (initial case). No
topographical constraints are defined.

Fig. 7 shows a flowsheet of the optimal solution and the corresponding superstructure. The
superstructure incorporating this solution includes » = 3 redundant units. It incorporates existing as
well as new equipment. In optimal configuration (C,=-13.4 Mio. €), one of the two existing
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boilers, the CHP engine and the absorption chillers are removed from the flowsheet. Two new CHP
engines, and three new turbo-driven compression chillers are installed on-site.

Existing equipment New equipment

Natural gas
hook-up i

i supply

removed ) 4 .
H Cool
dem?a?ds@ decr;?al:gs@
Fig. 7. Superstructure incorporating three redundant units of each technology and optimal solution
(units in grey) for the retrofit synthesis problem.

Table 3 lists all units of the optimal solution including their nominal thermal powers, overall
efficiencies, COPs, and investment cost. Note that the new equipment (N) has better performance
than the existing equipment (E).

Table 3. Nominal thermal powers, overall efficiencies, COPs, investment cost, operating times and
annual average part-loads of the equipment installed in the optimal retrofit solution (E: Existing
equipment. N: New equipment).

Boiler CHP CHP Turbo- Turbo- Turbo- Turbo-
El engine engine chiller E1  chiller N1 chiller N2  chiller N3
NI N2
Thermal
power / MW 7.0 24 1.8 8.0 1.8 1.3 1.8
Investment / 0 673 530 0 310 230 310
10° €
nN, COPy / - 0.8 0.87 0.87 2.8 5.54 5.54 5.54
operating time <100 8,760 5,110 <100 8,760 6,570 5,840
/ h/a
average part- 46 % 99 % 77 % 78 % 75 % 80 % 79 %
load

Fig. 8 shows the reduced connectivity matrix representing the optimal retrofit solution. For clarity,
technologies not selected in the optimal solution are not given in the reduced matrix. In optimal
configuration, the new CHP engine NI and CHP engine N2 are operated as central heat generators.
In contrast, Boiler E1 supplies heat to buildings 3 and 4, only. For the cooling system, the situation
is quite different: Three of the four chillers are operated as central refrigerators for all buildings.
Turbo-chiller E1 is reserved to produce cooling for buildings 1 and 4.

Table 3 also lists the operating times and annual average part-loads of the installed equipment. Most
of the units are run at loads close to their operating points with maximum efficiency. CHP engine
NI is operated year-round at maximum load. CHP engine N2 is also operated at high loads, but only
in winter. The existing Boiler E1 is reserved to solely meet the peak load requirements during
winter at 46 % part-load. The chiller configuration allows for load sharing enabling to run all four
units close to their maximum COP: While the existing Turbo-Chiller EI is operated only in
summer, the other three chillers are run year-round with operating times between 5,840 h/a and
8,760 h/a. It should be noted that in the optimal solution, three compression chillers are purchased
to enable their operation close to their optimal part-load of 70 %. This result shows the importance
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of incorporating multiple redundant units in the superstructure. Furthermore, the suggested
successive approach allows to conveniently assess the trade-offs between cost and the number of
redundant units.
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Fig. 8 Reduced connectivity matrix (transposed) representing the optimal retrofit solution

Fig. 9 shows the progress of the successive approach for automated superstructure generation and
optimization for the retrofit synthesis problem. Clearly, for the initial situation (n =0), the net
present value takes its worst value (-25.9 Mio. €). At the same time, the annual energy cost take
their maximum value (3.9 Mio. €/a). When redundant units are considered (n=1) and new
equipment is added to the superstructure, the net present value of the optimal solution is reduced to
-13.9 Mio. €, which is an improvement of 46 % compared to the initial situation. For this solution,
the investment sum amounts to 1.8 Mio. €, annual energy cost are reduced by 54 % and amount to
1.8 Mio. €. Further superstructure expansions only marginally improve the net present value. The
optimal solution is found for a superstructure with n = 3: The optimal net present value amounts to
-13.4 Mio. €, which is an improvement of another 4 % compared to the superstructure with n = 1.
For larger superstructures (n = 4, 5), no further improvements were found; moreover, the successive
approach converges faster to the optimal solution when compared to a one-time optimization of an
oversized superstructure with n = 5 redundant units.
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Fig. 9. Progress of the successive approach for the automated superstructure generation and
optimization for the retrofit synthesis problem. Net present value, investment sum, and annual
energy cost of each optimal solution are plotted against the number redundant units included in the
corresponding superstructures.

3.3 Grassroots synthesis

In the second case study, the presented framework is applied to the grassroots synthesis of the
considered site assuming that no equipment is installed on-site yet. Fig. 10 shows the flowsheet of
the optimal solution and the corresponding superstructure. The structure of the grassroots solution
differs considerably from the retrofit solution. In contrast to the retrofit synthesis, in optimal
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configuration (C, =-14 Mio. €), only one boiler is installed; moreover, one compression chiller is
replaced by an absorption chiller. Table 4 lists all units of the optimal solution.

Boilers CHP engines
Natural gas .

hook-up

L0
Heat (7.,) Cooli
demi;ds de(r)r?al:gs@‘
Fig. 10.  Superstructure incorporating three redundant units of each technology and optimal
solution (units in grey) for the grassroots synthesis problem.

Table 4. Nominal thermal powers, overall efficiencies, COPs, investment cost, operating times and
annual average part-loads of the equipment installed in the optimal grassroots solution (E: Existing
equipment. N: New equipment).

Boiler CHP CHP Absorption Turbo- Turbo- Turbo-
N1 engine engine chiller N1  chiller N1 chiller N2 chiller N3
N1 N2
Thermal
power / MW 4.3 1.8 24 43 2.0 1.1 3.7
Investment / 140 530 650 390 340 200 600
10°€
nn, COPy / - 0.9 0.87 0.87 0.67 5.54 5.54 5.54
operating time <100 5,100 8,760 <100 5,100 5,800 5,800
/ h/a
average part- 88 % 77 % 98 % 100 % 70 % 70 % 70 %
load

Fig. 11 shows the reduced connectivity matrix of the optimal grassroots solution. In optimal
configuration, CHP engine N2 is operated as central heat generator. CHP engine NI and Boiler N1
are reserved to cover the heat demands of buildings 1, 3, and 4 (CHP engine N1), and buildings 2,
and 4-6 (Boiler NI). Moreover, CHP engine N2 and Boiler NI provide the heat for driving
Absorption chiller N1. For the cooling system, two of the three turbo-driven compression chillers
(Turbo-chiller NI and N3) are operated as central cooling generator for all buildings. Turbo-chiller
N2 supplies cooling energy to the buildings 1 and 5. Absorption chiller NI provides cooling energy
for the buildings 3, 4, and 6.
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Fig. 11. Reduced connectivity matrix (transposed) representing the optimal grassroots solution.
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Table 4 lists the operating times and annual average part-loads of the installed equipment: In
particular, CHP engine N2 is sized as to enable a year-round full-load operation. CHP engine N1
covers the remaining heat demand. Boiler N1 is reserved to solely meet the peak load requirements
in winter, and to supply driving heat for Absorption chiller N1. The chiller configuration allows for
a load sharing enabling to run the three turbo-driven chillers always exactly at maximum COP.
Their operating times are within a range of 5,100 h/a and 5,800 h/a. As in the retrofit solution, three
compression chillers are purchased to realize their operation at optimum part-loads.

] R ——— m - ------ 430

16 \ 3

. 25T

AART * g
L y - c ©
=24 =~ 20 W W
° - - o8
3 10 A== = = - 2. =2
s 15 =3
2z =R
g ° 3 S
2 3
3 25
c 4 +— net present value 3 ®
AR [ (NSRS investment sum T05 2

2 +—— — - — annual energy cost -

0 T T 0

1 2 3 4

number of redundant units n

Fig. 12. Progress of the successive approach for the automated superstructure generation and
optimization for the grassroots optimization. Net present value, investment sum, and annual energy
cost of each optimal solution are plotted against the number redundant units included in the
corresponding superstructures.

Fig. 12 shows the progress of the successive approach for automated superstructure generation and
optimization of the grassroots problem: If only one unit of each technology is considered in the
superstructure (n = 1), the net present value takes its worst value (-16.7 Mio. €). Allowing for
redundant units (n = 2) leads to a significant improvement of the net present value (15 %). The
optimal solution (C;=-14 Mio. €) is found for a superstructure with n=3. For larger
superstructures (n = 4, 5), no further improvements were found; moreover, the successive approach
converges faster to the optimal solution when compared to a one-time optimization of an oversized
superstructure with » = 5 redundant units.

3.4 Comparison of the retrofit and the grassroots solution
This section compares the optimal solutions of the retrofit and the grassroots synthesis problems.
Table 5 lists the net present value, the annual energy cost, and the investment sum of both solutions.

Table 5. Net present value, annual energy cost, and investment sum of the optimal solutions of the
retrofit and the grassroots synthesis problems.

Retrofit solution Grassroots solution
Net present value / Mio. € -13.4 -14.0
Annual energy cost / Mio. €/a 1.7 1.7
Investment sum / Mio. € 2.1 2.9

The annual energy cost of the grassroots solution are the same as those of the retrofit solution. At
the same time, the investments of the grassroots solution are 38 % higher than for the retrofit case
(2.9 Mio € compared to 2.1 Mio. €). In total, the net present value of the retrofit solution is 4 %
(0.6 Mio. €) higher than for the grassroots solution. Basically, this is to be expected as the
grassroots problem is a sub-problem of the retrofit problem. However, interestingly enough, the two
solutions differ considerably from a structural point of view: In particular, the optimal solutions
differ with regard to the chiller selection. In both solutions, three high-performance (COP = 5.54)
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turbo-driven compression chillers are installed. But, while in the retrofit solution, the existing low-
performance absorption chiller (COP = 0.5) is removed in favor of keeping the low-performance
turbo-chiller (COP = 2.8), in the grassroots solution, a new absorption chiller (COP = 0.67) is
installed together with the three turbo-driven chillers. This nontrivial behavior underlines the
complexity of the addressed problem:

In the retrofit case, a large heat generation capacity is already installed on-site. On the one hand,
this allows to produce driving heat for the existing absorption chiller without requiring to purchase
extra heat generators. On the other side, both the existing absorption chiller and the existing heat
generators have low efficiencies. Furthermore, the sizing of the absorption chiller does not allow an
operation close to its optimum part-load. While the existing compression chiller has a low COP as
well, its capacity fits for a close-to-optimum operation in summer.

In contrast, in the grassroots case, new heat generators have to be purchased anyway. The
proportions of heating and cooling demands in summer and winter also allow for an optimal
exploitation of the trigeneration potential in summer. Moreover, the investments for the absorption
chiller are lower than for a turbo-driven compression chiller of comparable size. The proposed
framework allows for the convenient and rigorous assessment of these complex trade-offs.

4. Summary and conclusions

This paper proposes a generic framework for the automated generation and optimization of
superstructures representing distributed energy supply systems (DESS). Considering basic input
data comprised of demand time series, existing and available new technologies, and topographical
constraints, the framework employs the P-graph approach as an initialization step. As required for
DESS, the generated superstructure is automatically extended to include multiple redundant energy
conversion units. The algorithm derives the optimization model representing the generated
superstructure. In this paper, a robust MILP formulation has been employed that accounts for time-
varying load profiles and part-load dependent equipment performance as key features for DESS
optimization. In the present implementation, a GAMS model is generated that is successfully
applied to efficiently solve both retrofit and grassroots synthesis problems. The automated method
identifies nontrivial and unexpected solutions with multiple redundant units and complex designs
such as trigeneration systems. Furthermore, it allows to conveniently assess the trade-offs between
cost and number of redundant units. It is shown that the automated procedure provides an efficient
optimization framework for DESS synthesis problems.
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Nomenclature

C; net present value at time ¢, €

C connectivity matrix, -

i discount rate, -

Iy investment, €

M constant parameter in cost function, -

n number of redundant units included in a superstructure, -
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R; net cash flow at time ¢, €

t time, s

Greek symbols

n efficiency
Subscripts and superscripts
N nominal

CF cash flow
Abbreviations

CHP combined heat and power
COP coefficient of performance
DESS distributed energy supply system
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Abstract:

The need for Solid Recovered Fuels (SRF) standardization becomes gradually essential in European Mem-
ber States and espedially in regions, where the development of a specific market for such fuelsisunder de-
velopment. The promotion of standardization practices facilitates their public acceptance, supports the
development of quality assurance mechanisms and enhances the marketability of the particular waste
streams as fuels with a high biogenic content. In the present work the results of an extensive campaign of
sampling and analysis of SRF produced in a material recovery fadlity (MRF) in AthensGreece are
presented. The fadlity is operated by EPANA S.A. and produces about 15.000 t of SRF per year delived
from packaging waste. The particular quantity is currently not thermally utilized in industrial applications,
despite its high quality. In this sense the standardization will enhance the fuel’s marketability and public
acceptance. Sampling and analysis of SRF are carried out according to the standard CEN TC 343. The
presented data incude the results of six months sampling campaign started in June 2011. Proximate and
ulimate analyses of the fuel samples are carried out according to European Norms CEN TC 343.
Furthermore the chlorine and heavy metals content is detemined. The aforementioned analyses and in
particular net calorific value (NCV), Hg and Cl are necessary for the classification of the produced fuel in the
asan SRF of a certain classin accordance with CEN TC 343.In order to demonstrate a novel concept for the
thermal utlization of the specific waste recovered fuel, a lab scale fluidized bed gasifier is currently being
developed. In the present work the results of the process calculations for the design and dimensioning of the
gasifier are presented. The aforementioned calculations are based on themodynamic equilibrium modeling.
The analysis of the waste recovered fuel isused as input parameter and the composition and heating value
of the produced syngas is then calculated in dependence of several operational parameters, induding the
operational temperature and the air fraction. Summing up, the development of standardization practices for
Solid Recovered Fuels (SRF) is expected to lead to increased acceptability of the particular fuel types and to
the development of quality assurance schemes for the certification of their fuel properties. Furthermore, SRF
gasification is considered as a beneficial technology for the themal utilization of waste detived fuelsin tems
of technical and environmental related aspects. In this framework process modeling is used for the initial
design of the process installation.

Keywords:
Solid Recovered Fuels (SRF), fuel analysis, fluidized bed gasification, themodynamic modeling,

1. Introduction

Municipal Solid Waste (M SW) treatment in Greece and in South-Eastern Europe is still dominated
by the least preferable practices according to European waste treatment hierarchy, i.e. land filling
instead of materials and energy recovery. This in turn leads to low shares of recycled materials and
waste recovered fuels production in comparison with the overall M SW production. Waste recovered
fuels- or so called “Refuse Derived Fuels, RDF”-are the remaining fraction of a material recovery
process and are produced in Mechanical-Biological Treatment (MBT) plants utilising M SW as inlet
materials, as well as in Material Recovery Facilitiess (MRF) utilising packaging waste as inlet

55



materials.The promotion of standardization practices for Refused Derived Fuels has led to the
adoption of new European Standards according to the work of the CEN Technical Committee 343.
Based on this work,waste recovered fuels, which fulfil specific standards regarding fuel parameters
(Net Calorific Value, Chlorine content and Mercury concentration) and quality assurance schemes
during their production process, can be characterised with the term “Solid Recovered Fuels, SRF”.

This standardisation process facilitates their public acceptance, supports the development of quality
assurance mechanisms and enhances the marketability of the particular fuel streams. As studied by
Porteous and Psomopoulos et al. [1,2] waste to energy practices are a successful tool for the
utilisation of a considerable energy potential. Furthermore, according to Arena [3], gasification of
Refused Derived Fuels (RDF) is a thermal utilization method with promising results as an
alternative solution for waste treatment with energy recovery from waste. M oreover, according to a
simulation study of Rocca et al. [4] there are promising results regarding a large scale waste
gasification application. What is more, gasification and combustion of produced syngas in a boiler
may be proven as a technically and economically feasible technology for the thermal utilisation of
waste recovered fuels. The requirements for gas cleaning of the produced flue gas after the syngas
combustion in the boiler are lower in the proposed concept compared to a conventional concept of
incineration of the produced RDF in a grate firing system. Many researchers [5-9] have studied the
properties of waste utilization schemes in several different fields of interest. The present study
focuses on the characterization of the Refused Derived Fuel produced by EPANA S.A., onthe
procedure followed for its standardisation and characterisation as Solid Recovered Fuel (SRF) and
on the preliminary calculations for the design and dimensioning of a pilot-scale circulating fluidized
bed gasifier for the thermal utilisation of the particular fuel.

2. Methodology

In the following section, the methodology for the sampling procedure of the Refuse Derived Fuel
and the gasification modelling are presented.

2.1 Sampling methodology

The sampling procedure was designed and executed by the instructions of European standard EN
15442:2011 [10]. The first step is the definition of sample lot’s mass and type. Secondly, the
number of increments or sub-samples is defined. The third phase is to define the minimum sample
size and the minimum increment size. For this decision there are both analytical mathematical
equations and brief methods. In this particular study a brief method was used. The final step is the
determination of the effective increment and sample size, which are not necessarily equal to the
minimum ones calculated. The following figure presents the decisions made and the parameters
defined for the sampling procedure. The decision making sequence is in accordance to the standard:

Lot definition : Storage Lot H Sampling procedure: Sampling from |

| Lot size : 1.250tonnes a static lot )

4 4 & N
Minimumsample size : 0,8 kg ]e Number of increments: 24

A\ A\ w,

V. .
Minimum increment size : 430g ]%

N

Effective incrementsize: 430g )
Effective samplesize : 10,32kg

N

Fig. 1. Diagram of the sampling parameters defined
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After the effective quantities are gathered, the final sample for analysis is extracted by consequent
divisions.

2.2. Gasification modelling — Process description

Process description

Process modeling is a useful tool towards the design of energy conversion processes. Process
simulation employs complicated mechanisms or combinations of simple steps. This is also the case
for lab scale RDF/SRF gasifier: the main assumption is the chemical equilibrium corrected by
pseudo-kinetic corrections. The gasification of waste recovered fuels (RDF/SRF) undergoes the
same sub-process as any kind of biomass.

In the beginning of the heating process moisture is removed (drying). Further heating of RDF
causes the volatiles to be released (pyrolysis - devolatilization). The volatile species react in the rich
oxygen /steam atmosphere towards the final composition of the product gas. The remaining char
(here assumed as solid graphite C(s)) continues to react with the available atmosphere, producing
more gases [11].

Methodology

Gasification simulation and modelling needs to be energetically consistent. The gasification vessel
must take into account any heat losses through the vessel walls. A literature study reveals that most
of the studies on gasification modeling at some point extent and employ a chemical equilibrium for
some part of the gas. More advanced works combine this with chemical Kinetics for some of
reaction and species determination [12]. In fluidized bed gasifiers the process can be approached to
a large extent as being close to equilibrium [13]. The basic assumptions adopted in this work are:

1. Steady state conditions

2. Zero-dimension approach of the process

3. 2% of the char does not take part to the equilibrium as it remains un-reacted
4. Heat losses from the gasifier ~3% LHVinput fuel

5. No NO, formation (the only nitrogen product is NH5)

The required gasification agent - air - is evaluated so as to keep a certain operating temperature of
the reactor at which it is assumed phase and chemical equilibrium. The equivalence ratio (ER) is
independent from the temperature and the total heat that is resulted from the energy balance of the
system determines whether the gasifier is autothermal or not. The definition of equivalent rate is
given in Equation 1:

oxygen flow in the oxidizingagent (kmol/s)

~ Stoichiometric amount of oxygen - oxygen inthe fuel (kmol/s)

(1)

Properties Methods

The Equation of State chosen for the gas phase components was the Peng-Robinson with Boston-
Mathias alpha function (PR-BM). This combination is suitable for such mixtures at high tempera-
tures [14]. For waste and ash enthalpy and density calculation HCOALGEN and DCOALIGT mod-
els are used, respectively [15].

The process flowsheet is shown in figure 2, while the current investigation focuses on the
gasification process. The main points investigated are:

= the parameters to achieve autothermal operation,

= the effect of parameters equivalence rate, steam injection, drying on the product gas quality
process efficiency
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The inlet fuel properties are determined by its Proximate and Ultimate analysis. A first pre drying
step can be employed through a “RSTOIC unit operation model”. A FORTRAN statement has been
set in order to specify the rate of this pre-drying. In the SEPARATOR block that follows, the eva-
porated water is removed from the main fuel stream.

In the next stage fuel decomposition is modeled by a RYIELD unit operation model. This is used,
since the particular fuel is considered as a non-conventional fuel. This model yields elements out of
the fuel. With a help of a FORTRAN code these yields are calculated by the exact balance of the
elements that are reported in the Ultimate and Proximate analysis of the fuel. As a next step, the
main gasification process is modeled by the RGIBBS unit operation model, which is based on the
minimization of Gibbs free energy function of defined products.

The Gibbs free energy minimization method for the C-H-O atom blend of the fuel and oxidant
mixture is applied for predicting the thermodynamic equilibrium composition of waste gasification
in major components: H,, CO, CH,, CO,, H,0, N,, as well as char, which is modeled as solid gra-
phite Cs.

The above methodology underestimates methane which derived from the pyrolysis step. Chemical
equilibrium under atmospheric pressure does not predict the existence of methane, which plays
considerable role on energy balance of the process. This is corrected by taking into account non-
equilibrium corrections to bring these product gas components closer to experimental values from
fluidized bed gasifiers. The un-reacted char is assumed to consist only of carbon and the considered
value is 2% of the total carbon in the fuel [16]. This char (carbon) does not participate in the
thermodynamic equilibrium calculations. Similarly, CH, content (mostly deriving from the
pyrolysis) was assumed to 3% v/v in the final nitrogen free and dry product gas [17]. In the current
model, tar formation is neglected.

The equilibrium product, the char and ash as well as the methane is mixed as the gasifier outlet -
prior to the separation of solids from gaseous products which modeled with a separating cyclone.
The produced raw syngas is cooled down to 525°C before it is combusted in a flare. The cooling
medium is the air that is used for gasification and combustion.
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Fig. 2. Flowsheet diagram of the process model

A detailed description of the process modeling blocks used in the particular simulation is presented
in Table 1 whereas the corresponding flowsheet diagram is displayed at Figure 2.
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Table 1. Description of process modelling blocks used

Block ASPEN Brief description
component

DRIER RSTOIC a fraction of the fuel moisture is evaporated (specified by the
user).

WATREM SEPARATOR evaporated moisture removal

DEVOLAT RYIELD the fuel is decomposed into its constituting components (C, H, O,
N, S, Cl)

SEPAR SEPARATOR The amount of carbon that is not considered to react is separated
from the total fuel

METH RSTOIC Production of CH, tha cannot be predicted by the equilibrium
accordingto real value

GASIF RGIBBS The main part of gasification process, where the products
prediction is based on minimization of free Gibbs energy.

COALHT HEATER In order to be consistent with energy balance in the gasifier, the
heating of un-reacted char up to equilibrium temperature should
be taken into account

CYCLONE SEPARATOR The solids (ash, tars, un-reacted carbon) are separated from the
gaseous products

COOLER MHEATX A multi- stream heat exchanger where the produced syngas is
cooled — heating off the air used for the gasification and
combustion

IDF COMPRESSOR  Delivers air to the gasifier with the required pressurization.

FLARE RGIBBS The produced syngas is combusted in a flare: modeled again as

minimization of free Gibbs energy.

The gasification efficiency is most commonly expressed as cold gas efficiency, neglecting the
sensible heat of the gas and char produced [13]:

LHV in cold product gas

CGE = - -100% (6)

LHV infeedstock
Table 2. RDF composition
Parameters Fuel A Fuel B Fuel C
Proximate analysis (wet basis)
moisture 26.8 15.0 15.0
fixed carbon 2.4 2.8 4.7
volatiles 64.9 75.4 66.2
ash 5.9 6.9 14.1
Ultimate analysis (dry basis)
C 45.77 45.77 43.99
H 5.96 5.96 6.36
N 1.16 1.16 1.30
@) 38.56 38.56 31.09
S 0.05 0.05 0.58
Cl 0.43 0.43 0.05
calorific values
HHYV (dry) kl/kg 19281.8 19281.8 17960.9
LHV (raw) ki/kg 12515.2 14917.7 13720.8
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Three representaive diverse fuels will be investigated (see Table 2). Fuel A differs from fuel B at
the moisture content, whereas the ash content of fuel C is about double than the ash content of fuel
A or B.

The specifications of the base case model are exposure at the next table:

Table 3. Base case model assumptions

Parameter

RDF fuel fuel A
fuel mass flow rate 30 kg/hr
fuel drying no
steam injection no
gasification temperature 800 °C
pressure 1.01 bar
air preheating 200°C
equivalence ratio 0.31
maximum carbon conversion 98%
methane in dry syngas (V/v) 3%

Under these conditions the operation of the gasifier is autothermal, which means that the gasifier
operates without any additional heating or cooling requirement. The issue of defining the nature of
the process, as far as the heat release is concerned, is very important. In an endothermic case, if
there is a heat source to overbalance the required heat, the whole system shuts down.

3. Results

3.1. Proximate — Ultimate analyses

Through the results of the ultimate analysis the Carbon and Hydrogen contents are determined,
which affect the final heating value of the gas, and the produced gas quality. Chlorine is a
technological indicator that may influence the operational behaviour through potential corrosion
problems. Moreover, the ultimate analysis is required for the determination of the process energy
and mass balance.

Through the proximate analysis two significant factors for the operation of the gasifier are
determined. The first factor is moisture; that affects the produced gas quality, the thermal energy
consumption for the procedure and may influence the behaviour of RDF in the feeding system. The
second factor is the ash content of RDF. High ash content, leads to high amounts of leftover ash in
the gasifier and may create the following operational issues: i) higher energy losses and difficulty to
keep stable operation conditions, due to the removal of preheated ash and ii) operational problems
due to ash melting, that may result in agglomerations with the inert material and possible blockages
of the gasifier. In the tables bellow, the proximate and ultimate analyses of six months of sampling
are given.

Table 4. EPANAs RDF Proximate analysis (% a.r.)

Parameter RDF 1 - RDF 2 - RDF 3 - RDF 4 — RDF 5 - RDF 6 -
June 2011  July 2011  August September  October November
2011 2011 2011 2011
M oisture 17.55 24.84 26.76 23.56 39.85 31.74
Ash 12.30 10.99 591 8.66 6.03 6.46
Volatiles 63.18 63.41 64.92 63.36 51.13 54.09
Fixed Carbon 6.97 0.77 2.40 4.42 3.00 7.70
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Table 5. EPANA’s RDF Ultimate analysis (% wt, d.b.)

Parameter RDF 1 - RDF 2 - RDF 3 - RDF 4 — RDF 5 - RDF 6 -
June 2011 July 2011  August September  October November

2011 2011 2011 2011

C 40.83 57.02 46.91 50.89 46.95 50.63

H 5.36 8.36 6.22 6.28 6.01 6.63

N 1.18 1.2 1.23 0.51 1.89 1.87

S 0.29 0.48 0.29 0.17 0.11 0.36

O 37.08 17.68 36.85 30.33 34.53 30.80

Cl 0.34 0.64 0.43 0.49 0.49 0.24

Ash 14.92 14.62 8.07 11.33 10.02 9.47

HHV (MJ/kg) 19.150 24.462 19.282 20.391 21.494 23.986

LHV (MJ/kg) (raw)  14.396 16.409 12.474 13.965 11.167 14.610

Assuming that the fuel will be inserted at a constant mass rate, high moisture content in the input
fuel leads to reduced low heating value and correspondingly to low thermal input. The increased
moisture content leads also to a deterioration of the produced syngas quality. This can be
outreached by pre-drying of the input fuel. The air used for the gasification process is preheated in a
dedicated heat exchanger by using the heat of the hot syngas that comes out directly from the
gasifier and shall be cooled down for the further post treatment step.

Fixed carbon and volatiles represent the part of the fuel that will end up in gaseous form, thus con-
stituting (along with the input air) the mass of the produced syngas.

According to the ultimate analysis of the RDF, carbon and hydrogen measured range from 40.8-
57% and 5.3-8.4% respectively. Regarding chlorine, there have been a number of studies by
different working teams and different approaches [18-21]. The concentration calculated is believed
to originate mainly from PVC, a plastic with high chlorine concentration, while the quantity
measured is not expected to cause any significant technical disorders or environmental problems. In
comparison with other RDF samples tested EPANAs RDF is considered as a high quality waste
recovered fuel [19, 22-25].

3.2. Modelling results

1. Base case study

Similar works regarding gasification of waste or waste recovered fuels can be found in the literature
by N. Ramzan et al. [14] and Chen et al. [26], who have studied Municipal Solid Waste (M SW) and
by Karellas et al. [27], who have studied the gasification of Refused Derived Fuels (RDF).

Under the aforementioned assumptions the produced syngas has a typical composition (v/v dry
basis):

Table 6. Syngas composition (% v/v, dry)

Parameters wet dry
H,O 14.43 -

co, 11.62 13.58
CO 16.56 19.36
H, 21.82 25.50
N, 32.50 37.99
CH, 2.57 3.00
H,S 0.49 0.56

Ar 3.8-10° 4.4-10°°
HCI 1.0-10° 1.1-10°
LHV (kJ/kg) 5388 6099
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The basic streams of the pilot plant with their corresponding characteristics are given in Table 7 (the
streams are numbered accordingto Figure 2):

Table 7. Stream results of the base study (T=800°C; p=1bar; 1=0.30)

1 2 3 4 5 6 7
mass flow kg/hr 300 631 1.32 4.99 2.87 2.87 7.22
mole flow kmol/sec - 0.011 0.011 0.040 0.018 0.018 0.058
Temperature °C 15.0 15.0 174.5 174.5 800.0 525.0 850.0
H,0 0.010 0.010 0.010 0.083 0.083 0.155
CO, 3.0-10° 3.0-10° 3.0.10°  0.080 0.080 0.127
of6) 0 0 0 0.211 0.211 0
. H, 0 0 0 0.232 0.232 0
?C;) 0, . 0.207 0.207 0.207 0 0 0.032
= N, @ 0.773 0.773 0.773 0.360 0.360 0.677
é Ar § 9.2:10° 9.2-10° 9.2:10° 4.2.10° 4.2:10° 8.0-10°
S CH, Y 0 0 0 0.027 0.027 0
5 SO; ? 0 0 0 0 0 6.4-10
= HCI 0 0 0 1.3-10* 1.3.10* 5.0-10°
NH; 0 0 0 2.8:10° 28107 0
COS 0 0 0 45.10°  45.10° 0
H,S 0 0 0 1.6-10° 1.6-10° 0

Table 8 summarizes the energy balance of the pilot plant for the base case study. Fuel heat input is
on LHV basis. The negative values in the table correspond to the thermal and electrictiy
consumptions of the pilot system. The rest quantity of heat that completes the energy balance of the
system is thermal losses at the reactor and sensible heat that hot syngas has at the outlet of the heat
exchanger.

Table 8. Energy balance

Parameter Units Value
Fuel heat input kWth 104.3
Syngas heat output kWth 85.1
Drying kWth 5.1
Fan kWe -0.4

2. Equivalence rate & drying

The effect of oxidant quantity on syngas composition is shown in the following figure. The trends
of each component are similar with corresponding trends of other syngas derived from waste or
biomass accordingto N. Ramzan et al. [14], Chen et al. [26] and Karellas et al. [27].
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% molar (wet basis)

% molar (wet basis)

Fig. 3. Effect of air gasification on raw syngas composition for the three fuel types (a: Fuel A, b:

fuel B, c: fuel C)

Figure 3 presents the distribution of syngas (wet) composition versus the equivalence ratio. As the
oxidizing agent increases, more H,O and CO, are produced from the H, and CO oxidation
respectively. Hence, the calorific value of the gas is reduced. On the other hand, Figure 4
demonstrates the lower limit of the air requirement for gasification. Values below zero imply the
requirement of heat for the proper operation of the gasifier. Values greater than zero imply the
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excess of heat production that is rejected to the ambient. For instance, fuel A can be gasified under
autothermal conditions at 800°C with an equivalence ratio of 0.31.

The comparison of the curves of fuel A and B shows the effect of drying rate to the process
operation. Reducing the moisture content of the fuel, autothermal condition can be met for lower air
flow rates (1=0.275 for fuel B case). In addition, as the quality of the fuel deteriorates (more ash
content, less gross calorific value, see Table 2) more oxygen is needed for autothermal operation.

30%
—fuel A

20% A fuel B
=== fuelC

10% -

0% -

-10% T ’

Heat of Gasification (%6LHV)

-20%

025 030 0,35 0,40 0,45 0,50
Equivalence Ratio, A

Fig. 4. Surpluss or requirement energy in the form of hypothetical heat exchange between the
gasifier and environment for maintaining the operation at 800°C.

Figure 5 correlates what is previously discussed as far as the efficiency is concerned. The bullets
indicate the points where there the operation is autothermal. Curves of LHV and CGE for three
cases are almost the same. However, for 1=0.31 fuel B is gasified without requiring heat, fuel C
need around 10% of total heat input and fuel A yields 5% heat.

10000 100%

9000 -
- 80%
8000 -

7000 - [ 60%

CGE (%)

6000 - - 40%

5000 -
- 20%

LHV (kJ/Nm3 dry)

4000 -

3000 T T T ! T [ 0%
0,25 0,30 035 0,40 0,45 0,50

Equivalence Ratio, A

Fig. 5. LHV of dry syngas and cold gas efficiency for three types of fuel (the bullets indicate the
points where there is autothermal condition)

3. Temperature effect

Gasification temperature does not have considerable effect on the thermodynamic of syngas
composition (figure 6). In that case the validity of assuming a constant methane composition has to
be revised and checked. A principle reaction that determines syngas composition is Water Gas Shift

reaction:
CO+H,O0 < CO,+H, — 41 MJ /kmol (R1)
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As the temperature rises the reaction equilibrium shifts at the right side and benefits CO and H,O
production. Hence, heating value increases at elevated temperatures.
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Fig. 6.Effect of temperature of syngas quality (Fuel C, autothermal conditions)

The process efficiency is affected by the operating gasifier temperature. Lowering the reactor
temperature, autothermal conditions can be achieved with less oxidant (air) flow rates (Figure 7).
However, special attention should be paid for ensuring complete char gasification. Thus, an
acceptable range for operational temperature would be 850-900 °C.
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Fig. 7. Heat of gasification (required or rejected and raw syngas LHV (fuel C)

The efficiency of the process is tightly related with the rate of solid carbon conversion i.e. the fixed
carbon that is gasified. The major reactions that carbon solids take part are the Boudouard reaction

and the reactions with oxy gen:

C+CO2 < 2CO +172 MJ/kmol Boudouard reaction
C+ 0.5-02 < CO —111 MJ / kmol partial oxidation
C+0,< CO, +393.8 MJ /kmol total oxidation (R2)

Figure 8 shows the effect of these low equivalence ratios as well as temperature on the carbon
conversion. In case of fuel C, thermodynamic equilibrium predicts that carbon solids can be gasified
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for equivalence ratio rates greater than 0.2. Lowering the operational temperature the corresponding
critical values reduces, too. However, the demand for autothermal conditions in the reactor pushes

this value up. Several other factors also contribute to the solid carbon gasification like kinetic rates,
fluid dynamics of the flow, etc. that in this analysis are not taken into account but for assuming
maximum carbon conversion efficiency equal to 98%.

40
354 ™
30 1 \ Fuel C

25 1 N £+ 8000C

N :
209 s, N — = 7000C

15 ‘. ~
] ™, S
5 N\ >
%uﬁuuﬁz-ﬁﬁﬁﬁﬁu
0 T T T T T T T T
0,00 0,10 0,20 0,30

carbon conversion (%)

Equivalence Ratio, A

Fig. 8. Effect of temperature on the carbon conversion efficiency (fuel C.

4. Air preheating

Figure 9 shows that air preheating can reduce the required quantity of air for isothermal conditions
up to 2%. For constant gasification temperature and provided that maximum of carbon conversion
Is achieved, the less the oxidizing agent enters to the reactor, the higher the heating value of the
produced gas. High preheating rates can be achieved recovering heat from the hot raw syngas.
However, assuming constant gasification temperature, the change in air temperature inlet does not
have effect on CGE.
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Fig. 9. Effect of air preheating on process operation.
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4. Conclusions

Concluding, there are certain points in this study that need to be noted. As seen from the proximate
analysis the high moisture content in the input fuel leads to low heating value. In this sense, the
operation of the facility shall by supported by external electrical resistances in order to provide the
required heat for normal operation. The chlorine (CI) content calculated is believed to originate
mainly from PVC, a plastic with high chlorine concentration. It is not expected tha the measured
chlorine concentration values may cause technical or operational problems. From the gasification
modeling it is concluded that fuel drying has positive effects on the process and therefore the
installation of a drying system is considered, in case of utilizing refused derived fuels with
increased moisture content. Moreover, fuel quality has considerable effect on process specifications
as denoted by the effect of the ash content variation on the mass balance and the required
equivalence ratio. The optimal operational temperature, regarding carbon conversion and
gasification efficiency should be around 850-900°C based on the process simulation results.
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Nomenclature

A equivalence ratio

CGE Cold Gas Efficiency

LHV Lower Heating Value (M J/Kkg)
HHV Higher Heating Value (M J/kg)
T Temperature (°C)

P Pressure (bar)
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Abstract:

Power cycles for the efficient use of low temperature heat sources experience increasing attention. This
paper describes an alternative cycle design that offers potential advantages in terms of heat source
exploitation. A concept for a reciprocating expander is presented that performs both, work extraction and
heat addition. Heated by thermal oil, evaporation takes place in two expansion chambers with a transfer of
the working fluid at an intermediate pressure level. Using saturated liquid as feed leads to an expansion in
the two-phase domain. A dynamic model of this expander is used to determine the state of the working fluid
during the process. Based on this model, a first optimisation by means of changed valve timing is conducted
and the results of this scenario are shown in this paper. The heat transfer during expansion is investigated
and used to establish a representation of the dynamic calculation results for use with a steady state cycle
evaluation. An organic Rankine cycle model is developed and used for a comparison. The performance of
the expander itself and the different requirements regarding heat source and temperature levels are studied.

Keywords:

Alternative power cycle, two-phase expansion, reciprocating expander, organic Rankine cycle, waste heat
recovery, low temperature heat sources.

1. Motivation and background

The world-wide energy demand increases constantly leading to an accelerated consumption of fossil
fuels [1]. Rising prices for resources and fuels as well as the political atmosphere abet efforts in
energy efficiency and the exploitation of renewable energy sources. Power cycles that convert low-
grade heat to valuable electricity can help with both targets mentioned above. The energy efficiency
of existing systems can be improved by utilising waste heat streams and several renewable heat
supplies like biomass boilers, solar thermal collectors and geothermal sources that meet the
requirements of such a cycle.

Organic Rankine cycles (ORC) gain an increasing amount of attention from the scientific and the
business community. Plants are being erected and ongoing optimisation efforts increase
performance and reliability. However, there is no established solution in the capacity range below
25 kW of electrical output. To circumvent the obstacles faced by turbo machinery at these low
capacities, research has turned towards volumetric expanders. There are ongoing efforts to assess
the feasibility of for example scroll [2], screw [3] and vane [4] type expansion devices for low
capacity applications. By investigating a reciprocating expander, this study contributes information
on an additional design.

The proposed cycle was initially sketched by Viking Heat Engines (VHE) and is based on the idea
to combine isothermal heat addition and expansion. Excluding evaporation from the primary heat
exchanger abets an efficient heat supply while employing compact components. Furthermore, the
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system should not rely on a regenerator for efficient operation and offer economic advantages by
using a large share of parts from the automotive sector. Pursuing the idea to design a compact
power cycle containing a reciprocating expander, a first prototype was designed and set to operation
by IPU in a shared workshop located at the Technical University of Denmark (DTU).

To assist with the further optimisation of the prototype, a dynamic model is built that incorporates
key features of the existing mechanical design. This model connects two infinitely large reservoirs
of design point feed pressure and condensing pressure. The existing prototype has not been operated
at these conditions. Yet the characteristics of the simulated pressure curves match with the
measured data during operation at lower pressures. This paper introduces the new power cycle and
illustrates the concept by presenting first simulation results. In a next step, a steady state
representation is developed. Including the expander in a power cycle enables the comparison to a
Rankine process with the same fluid and similar operating conditions highlighting differences and
similarities of the two power cycles.

2. Design

2.1. Boundary conditions and system layout

The test rig for the experiments, to which this modelling study relates, consists of the classical
power cycle components. Condensed working fluid, state 1, coming from a water-cooled plate-type
counterflow condenser passes a pump, state 2, and enters the primary heat exchanger. In this second
counterflow plate-type device, the pressurised liquid is heated by thermal oil to state 3. It enters the
expansion device and is first throttled to state 4 and afterwards expanded to state 5, which
corresponds to the condenser inlet conditions. In addition to the basic components of a Rankine
cycle, the expander is also connected to the heat supply and delivers thermal energy to the working
fluid during the expansion. Figure 1 helps to illustrate the process and clarifies the order in which
the working fluid passes the different components.
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Fig. 1. Layout of the test facilities used in modelling and experiments.

The energy input to the presented heat-to-power conversion system is realised as a loop of thermal
oil with a 400 | buffer tank, which is equipped with five temperature controlled electrical heaters
giving a total capacity of 60 kW. Due to the large amount of oil and the limited operating time of
the test facility, the hot oil is assumed to have a constant temperature of 200 °C. Heat is supplied to
the primary heat exchanger and to the expander from the storage tank mentioned above, resulting in

71



similar inlet conditions, which are denoted with an “a” in Fig. 1. Employing pentane as working
fluid enables the test facility to be built from standard components that are certified for pressures up
to 35 bar while respecting the expected temperature levels in the components.

2.2. Expander design

Being part of ongoing experimental investigations by IPU and VHE, the calculations in this work
are based on a design proposed by these companies. The current concept includes a double-acting
piston expander that extracts work from a pressurised fluid by means of a two-stage expansion. The
first stage, which is referred to as the high pressure expansion chamber (HPC), contains a built-in
heat exchanger that is connected to the hot oil loop and utilises a fixed area for heat transfer to the
working fluid during expansion. The same oil line also heats the walls of the low pressure
expansion chamber (LPC) before it is fed back into the storage tank. The two stages are connected
via a transfer line, which is controlled by a mechanically triggered valve. Injection and exhaust are
activated shortly before the volume in HPC and LPC is smallest and largest, respectively. Being
confined by the same piston, the bottom dead centre (BDC) for the first stage at 0° crank shaft
angle @ coincides with the BDC of the second stage. Since the HPC is located below the piston, its
volume is smallest at BDC and largest at top dead centre (TDC). The volume of the second stage
changes in the opposite way.

T i

I

A :
™ Myyid

\ 4

i
Fig. 2. Cross-sectional cut of the double-acting piston, shown as shaded parts, close to bottom
dead centre with sketched heat exchangers, inlet and exhaust valves. Transfer lines and valves

inside the piston and are omitted here for simplicity. The volume filled with working fluid is shown
with a diagonal pattern.

The sketch of the expander, Fig. 2, illustrates the shape of the device described above. The working
fluid enters from the bottom. After injection, it evaporates while receiving heat from the two heated
walls of the HPC. Designing the lower chamber as a ring increases the wall area to volume ratio,
which is beneficial for the heat exchange process. The additional ring mounted on the bottom side
of the piston leads to a decrease in clearance volume and provides a further enhancement of the
volume to wall area ratio. The transfer line opens as the piston reaches TDC and the second
expansion stage takes place in the two connected volumes.
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Fig. 3. Pressure in high and low pressure expansion stage, solid lines, and valve states, dashed
lines, during one crank shaft revolution.

Following the pressure residing in both expansion volumes for one complete crank shaft rotation
gives a good impression of how the two stages are connected and when work can be extracted from
the fluid. The series of data shown in Fig. 3 was obtained from a preliminary test run of the model
described below, a mixture of liquid and vapour in the supply line and pressures below the intended
operating pressures. To clarify the control strategy of the device, the states of the valves for inlet,
transfer and exhaust of the fluid are also given as curves alternating between 0 and 1 representing
closed and open position, respectively. As mentioned above, high pressure working fluid is injected
into the HPC at 0° & compressing fluid in the clearance volume and elevating the chamber pressure
to a maximum at approximately 55° 8. Simultaneously, the exit port of the LPC opens and fluid
leaves this part of the device while the pressure becomes similar to the condenser conditions before
an isobaric exhaust takes place. Approaching 180° @, the exit line closes and both chambers get
connected via the transfer ports resulting in an almost constant pressure while fluid gets transferred
from first to second expansion stage. Due to larger footprint of the LPC, the overall confined
volume increases during the transfer of fluid. Hence, the low pressure expansion takes place in both
chambers despite the decreasing volume in the HPC. The increased piston surface in the LPC
results in a force that successfully counteracts fluid friction in the transfer line.

3. Simulations

3.1. Dynamic expander model

In order to provide assistance regarding the experiments with the custom-built expander, a dynamic
model is used to estimate performance and to provide insights in the possible behaviour of the
machine. A thermodynamic simulation of the expander’s operation was implemented with the
software Engineering Equation Solver (EES) [5] using the built-in property functions for pentane
originally presented in [6]. The mechanical system of expansion chamber, piston, connection rod,
crank arm and crank shaft is considered to operate without friction, lubrication or any deformation.
Furthermore, a constant rotational speed is assumed. Hence, only masses of reciprocating parts and
the oscillating equivalents of rotating components have to be taken into account.

The basis of the simulation is formed by defining the rate of internally performed work as the
product of pressure and instantaneous change in chamber volume

W=-p-V. oy

Other flows over the systems boundaries occur in terms of heat and mass transfer. The latter also
contributes to the exchange of energy by means of enthalpy that enters and leaves the control
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volume. The differential expression for internal energy can be used to combine the different

influences. Integrating the equation
_dlzdi.p(j_kw with di:min.hin—i_mout-h (2)
dt dt dt

yields a way to follow the development of the state of the fluid inside the control volume.

In this work, a heavily idealised simulation is presented that is subject to several simplifications.
Compressibility is neglected for the calculation ofall flows and the specific mass flow per hydraulic
area is expressed by

m/A=c,2-Ap-p . 3)

In (3), Ap is the pressure difference between two connected volumes and p denotes the density of
the upstream reservoir. The discharge coefficient cq is always smaller than unity and calculates the
pressure drop accounting for the losses in a valve. It is a measure of how much flow develops in
comparison to ideal lossless conditions. A second way in which flow resistances are included in the
calculations is the available area A. In case of valves, the maximum flow area Ao is multiplied by a
factor to obtain the effective area. This value is modified according to the opening state of the
respective port. The switch fromopened, 1, to closed, 0, and back is calculated by the function
-3(1 . 2 . 1 . 0-q
3,(6) " (3 cog ¢-sing+ 3S|n¢]+2 with ¢ o (4)

out

which was initially proposed by [7] and provides a sufficiently smooth transition. The second part
of (4) relates the actual crank angle degree 0 to the desired switching point ; and the length of the
transition from one state to the other Af. Employing different trigger angles and transition
durations, (4) is used to generate the alternating functions shown on the bottom part of Fig. 3.

Another important assumption is related to the heat fluxes. It is assumed that heat is only released
by the internal heat exchanger and the cylinder walls. Areas in contact with the fluid belonging to
the piston and the rest of the housing do not participate in the heat exchange. Furthermore, this heat
transfer is of an exclusively convective nature. Neither radiation nor conduction contributes to the
energy exchange. Hence, the only equation describing the heat exchange in one chamber is

Q=a- Aval '(Twan _Tfluid)' ()

In order to solve (5) for each of the chambers, the effective surface of heated walls and internal heat
exchanger Awan and the temperature difference have to be determined. The first is a function of the
geometry only and the latter is the difference between the average fluid temperature and the fixed
wall temperature of 180 °C. An additional simplification leads to a value for the heat transfer
coefficient o, which is implemented as a function of the vapour content in the chambers.
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Fig. 4. Heat transfer coefficient as function of vapour content.
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To model this variation of the heat transfer properties as shown in Fig. 4, an upper and a lower limit
have to be defined. Depending on the superheat at the wall, [8] found that heat transfer coefficients
of up to 10 kW/m?K occur in boiling pentane for natural convection in a confined space. This value
is used as the upper limit for a. Employing a lower limit of 0.3 kW/m’K and the same general
smooth transition equation from [7] as above yields

2301 os2 g sin o+ Zsi Loith ¢=2X295 (6)

3, (x) 7 [3 cos * ¢ -sin ¢ + =sin ¢j+ 2W|th ¢ 5"

where the centre of the transition process is setto 0.5 and the interval length is defined as 0.8. Thus
the heat transfer coefficient is defined as of(KW/nPK) = 9,-10+(1-9,)-0.3 and depends on the
vapour content only. It decreases from 10 kW/m?K for 10% gaseous fluid to the lower limit of

0.3 kW/n?K at 90% vapour.

After defining all the necessary equations to simulate the expander operation, the actual calculation
is carried out by means of an integration over crank shaft angle. When steady state operation is
reached in the solution, similar results are obtained for every revolution of the crank shaft. To
assure such stable conditions, one simulation run comprises at least six crank shaft revolutions and
only the last two are used for further data analysis.

The model has been preliminarily validated by comparison to experimental data for the test
operation described by Fig. 3. In contrast to these calculations, the simulations presented below
were carried out with modified valve timing and design point feed conditions. Closing the exit ports
before the end of the stroke leads to an increase of pressure and temperature. This common measure
to optimise reciprocating expanders is also used in recent steam engine development [9].
Compressing the remaining fluid in the clearance volumes before admitting a new charge of
working fluid minimises losses. The net power output decreases slightly, but there is a valuable gain
in efficiency.
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Fig. 5. Temperature, solid lines, and heat uptake, dashed lines, of both expansion chambers.

The temperature variation over crank angle is very much alike the pressure history. Therefore, the
result of modifying the valve timing can also be seen on the temperature plot in Fig. 5. Again,
admission of high pressure working fluid takes place around BDC at 0° 4. Saturated liquid in the
feed line is throttled in the injection system and is sprayed onto the surface of the internal heat
exchanger in the HPC. A high liquid fraction yields enhanced heat transfer, as described by (6),
leading to an increased heat release from the walls. With progressing evaporation and expansion,
temperature and pressure drop in the HPC. The effect of the precompression can be spotted as a
two-step rise in temperature in the LPC around TDC at approximately 180° § and similarly in the
HPC during the last 80° 8 of the revolution before BDC is reached again.
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Fig. 6. Dynamic simulation of both expansion chambers, temperature over entropy for one crank
shaft revolution.

Depicting the crank shaft revolution shown in Fig. 5 in terms of temperature and entropy, one
obtains Fig. 6. The two cycles show the average state of the working fluid in both chambers and
have to be read counter-clockwise. The BDC matches the right corner of the graph, 16 bar denote
the end of the compression phase. The cross on the right hand side, point 1, is drawn at the opening
angle of the inlet valve. During the following admission of working fluid pressure peaks at 26 bar
while the average vapour content x in the chamber does not fall below 0.25. Evaporation and
expansion start before the second cross, point 2, denotes the closure of the inlet. Reaching 11 bar,
the chambers get connected and expansion takes place in the complete volume after an initial
pressure increase in the LPC. Circles are drawn on both curves to illustrate the opening and closing
of the transfer valves at point 3 and point 4, respectively. The states in the chambers are comparable
when the transfer valves close. Both circles are next to each other at around 100 °C and the vapour
content in the HPC is above 0.9. Afterwards, precompression elevates temperature and pressure in
the high pressure part. Condensation occurs and eventually point 1 is reached. At the same time,
expansion continues in the low pressure part of the machine. The two crosses on the graph for the
LPC denote a state change of the exhaust valve to open, point 5, and back to closed, point 6. Hence,
the final evaporation of the working fluids happens during exhaust and the precompression in the
LPC takes place on the right hand side of the lower cycle between cross and circle, from point 6 to
point 3 causing condensation of the working fluid.

3.2. Steady state expander model

This part of the paper describes the steady-state operation results based on the dynamic model
presented above. By defining a simple and moderately accurate technique to account for the
additional heat transfer during expansion, it is possible to compare the alternative expander to an
ORC from a system perspective. The approach presented below is based on dividing the expansion
into different steps with an isobaric intermediate heat addition.

To identify the temperatures and pressures at which the heat addition should take place, the heating
calculated in the dynamic simulations is analysed with a greater level of detail. The average heat

transfer rate during expansion Qevap is 2kW at a wall temperature of 180 °C. This number is
sensitive to the chosen wall temperature and simulations with 160 °C and 220 °C yield 0.4 kW and

4 KW, respectively. Approximately three quarters of the heat are released in the high pressure

chamber as Qupc and one quarter in the low pressure chamber as Qypc,
1. 60 s/min 3 . 60 s/min

QLPC = TN N

ZQevap and QHPC = _Qevap N

J )
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Looking for a steady state solution, the crank angle and time domain in Fig. 5 are neglected and the
values for one crank shaft revolution are regarded as one set of data. In (7), the average heat transfer
rate is divided by the rotational speed N of 1500 min™ to obtain the amount of transferred heat per
revolution. Combining the two remaining quantities temperature and heat transfer leads to the
temperatures at which the actual heat addition takes place.
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Fig. 7. Heat transfer, solid lines, and the normalised integrated heat transfer, dashed lines, during
one crankshaft revolution mapped to bulk fluid temperatures.

The resulting Fig. 7 displays the same data as Fig. 5, but with the heat transfer plotted in relation to
the bulk fluid temperature in both chambers. Q" denotes the sum of all heat added during one crank
shaft revolution at a certain temperature and is decoupled from crank angle and time domain. It can
be seen that most heat is transferred to the LPC at lower temperatures. Whereas heat input to the
HPC takes place in the range between 105 °C and 180 °C, which denote the beginning and the end
of the curve for the HPC in Fig. 7. An integration of the heat transfer over temperature gives the
total amount of added heat. To define suitable temperatures for the intermediate heating, one has to
investigate the integral of the heat transfer per temperature, which is shown as dashed graphs in Fig.
7. For the LPC, all heat release is assumed to take place at the temperature at which the integrated
heat transfer reaches half of its final value. Due to the large amount of heat entering the HPC, this
heat transfer is split up into two portions that are applied at the temperatures corresponding to one
third and two thirds of the integrated heat exchange. As depicted in Fig. 7, three temperatures are
chosen for the intermediate heat transfer Theats 80 °C, Theat2 130 °C and Theat1 158 °C. Summarising

the above, the heat uptake during expansion is split up as defined by

Theat3 Theat 2 2 ThEatl

%QLPC = 7O_[CQLPCdT; %QHPC :loz!.O?HPch; gQHPC = loa[cQHPch- (8)

Hence, expansion is divided into four steps between which the amounts of heat given in (8) are
added. Each step is considered adiabatic and assumed to have an isentropic efficiency nisexp Of
0.825. By defining these temperatures and efficiency, the extracted work matches with the results of
the dynamic simulation and the same amount of heat is transferred during the expansion phase.

4. Comparison with an organic Rankine cycle

The presented two-phase expander can be operated in a setup similar to an organic Rankine cycle
by adding heat in the preheater only. The same software, EES [5], is also used for the following
calculations. For a comparison of the steady state operation, the auxiliary equipment is modelled in
a similar manner. Both of the expanders are calculated as part of a comparable cycle consisting of
condenser, pump and primary heat exchanger employing pentane as a working fluid. There are no
temperature constraints regarding the heat utilisation. The oil loop may be cooled as much as
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needed and the supply is of infinite capacity. However, the mass flow of thermal oil is constant and
set to 0.15 kg/s for all considered systems. Furthermore, the condenser operates at a constant
pressure of 3 bar and there is a subcooling of 1 K at the outlet. The feed pressure for the ORC is
adjusted to 13 bar in order to obtain the highest possible power output at the given conditions.
Expansion efficiency nisexp i set to 0.825 for the ORC as well as for the adiabatic steps of the two-
phase expansion. To account for the initial pressure losses calculated by the dynamic expander
model, the feed pressure for the primary heat supply of the two-phase expansion at 30 bar is
throttled isenthalpically to a maximum pressure of 25 bar. The ORC is equipped with a regenerator
in addition to the two main heat exchangers before and after the pump, which operates with 7is pump
of 0.5. All considered heat transfer takes place at isobaric conditions, without pressure loss, and
with a fixed pinch point temperature difference AT of 10 K.
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Fig. 8. Steady state simulation of two-phase expansion and organic Rankine cycle.

The resulting process is sketched in a temperature over entropy diagram in Fig. 8. This figure shows
the effect of the multi-step expansion and the heat addition and illustrates the effect of the different
feed pressures. The working fluid is only slightly superheated after the two-phase expansion process
compared to the ORC expander outlet conditions. Defining the minimum temperature difference of
10 K determines the mass flows of working fluid and cooling media in evaporator and condenser as
well as the amount of transferred heat in the regenerator. Heat input is modelled by a constant heat
supply inlet temperature of 200 °C and a set of equations to approximate the properties of the heat

transfer oil.
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Fig. 9. Heat source, solid line, and working fluid, dashed line, during heat supply to both cycles.
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Approximate experimental data provided by the supplier of the oil Texatherm HT22, AB&CO TT
Boilers A/S, Greve, Denmark, was used to generate polynomials for the interdependency of heat
capacity, density and temperature. On the cold side of the process, water is supplied at 30 °C and
3 bar. The corresponding fluid properties are calculated using equations by [10] and [11], which are
already a part of EES. Due to the regeneration, the heat removal from the process looks similar in
both configurations.

For the ORC, a working fluid flow of 0.076 kg/s is needed to obtain a suitable inclination of the line
representing the heat receiver in Fig. 9 while respecting the defined minimum temperature
difference at the given pressure. As a result, there is a large temperature difference of 60 K at the
end of the heat transfer. The initial temperature of the working fluid is slightly higher in the ORC
system due to the regenerated 3 kW. In total, the two-phase expansion consumes slightly less heat
and ends at 26.7 kW of heat transferred from an oil stream of 0.12 kg/s before the expansion. The
2 kW that are supplied to the expansion device are added to the composite curve as horizontal lines
at the temperatures calculated in the last section. This heat is provided by 0.03 kg/s of thermal oil
that are cooled down to 170 °C. Therefore the inclination of the two-phase expansion heat donation
curve in Fig. 9 changes at that temperature and runs parallel to the other one until 200 °C are
reached.
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Fig. 10. Entropy generated during heat supply to organic Rankine cycle and two-phase expansion,
the red dashed line depicts an organic Rankine cycle without regeneration.

Calculating the entropy generation during the heat exchange illustrates where the initial losses
occur. k steps in terms of heat transfer are used to follow the working fluid through the heat supply.
InFig. 10, the sum of the generated entropy as given by

Sgen,j=i[[T < i L ]-Qi]Vje{l...,k}withZkl:Q'i=Q'in (9)

i=1 mean, fluid,i mean,src,i

Is shown. Equation (9) combines the temperature difference between heat donating Tmean src @nd heat
receiving fluid Tyeanfuia With the amount of heat Qm transferred in the regarded interval.

Temperature differences cause irreversibilities. The inclination of the curves in Fig. 10 illustrates
that losses occur in the beginning of the heat transfer and, in case of the ORC, also at the end while
heating the alternative cycle generates less entropy at larger amounts of transferred heat.

The end points of the three lines in Fig. 10 represent the entropy generated at the end of the heat
supply. It can be seen that the improvement from employing a regenerator is limited. Introducing
the two-phase expansion decreases the amount of entropy generated due to heat transfer. In total,
about a fourth of the entropy production can be avoided at comparable power output.
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5. Simulation Results

Despite different pressure levels, results from an adapted ORC and from the steady state
representation of the alternative power cycle are comparable. A more efficient heat supply in the
primary heat exchanger is combined with irreversibilities from the second heat input leading to a
slightly enhanced heat exchanger performance.

To compare both systems on a cycle level, different efficiencies can be calculated. Since the
temperatures of the heat source Tmax and the heat rejection fluid T, are the same, both cases have
an ideal efficiency nigeai= 1-(Tmin/Tmax) 0f 36%. To assess the grade of the energy conversion, first
law n; and second law ny, efficiency are obtained from (10). Calculating the first law, or thermal,

efficiency is done by comparing the net power output W., to the amount of supplied thermal

net
energy Qin . The first represents the surplus work after the required pump work has been subtracted
from the expander output and the latter is the sum of all heat inputs to the system in primary heat
exchanger and, if needed, in the expansion device. The second law efficiency of the cycle relates
the output of the energy conversion to the corresponding performance of an ideal Carnot
cycle nigear- Hence, the formulae used for first and second law efficiency are

n, :%and n, = W”"‘t = (10)

in ideal  Mideal
The net power output of all systems is around 3.1 kW, while the pump consumes more than twice
the energy in the two-phase cycle. Calculating the efficiencies defined above also yields similar
results of slightly more than 10% for thermal efficiency and below 30% for the second law or cycle
efficiency. To investigate the potential stored in the working fluid after the heat exchange, a second
ideal efficiency is defined that is solely based on the working fluid temperatures only,

T

) _ :1_ min,fluid. 11
Nideal, fluid T (11)

max, fluid

While ORC configurations give values between 16% and 18%, the two-phase cycle has a potential
for 25%. This relates to the elevation of 40 K in maximum working fluid temperature. Considering
this value, more than half of the potential work in the fluid can be converted to mechanical energy
in an ORC. To obtain more information about the losses during the heat to power conversion, the
exergy release of the heating fluid is calculated by solving

Ein :Zklli(l_.r TO jQ.:l with Zk:Q =Qin' (12)

i=1 mean src, i

The temperature Tmeansrc denotes the average heating fluid temperature per segment and Ty is the
reference temperature of 25 °C.

Table 1. Performance of two-phase expansion and two organic Rankine cycles.

Parameter ORC, no regeneration ORC, regeneration Two-phase expansion
Mass flow heat carrier (kg/s)  0.15 0.15 0.12+0.03
Mass flow working fluid (kg/s) 0.071 0.076 0.075
Total heat supply (kW) 31.1 29.7 26.7+2
Pump work (kW) 0.28 0.31 0.70

Net power out (kW) 3.1 3.1 3.1
Thermal efficiency, 1 (%) 10.0 10.6 10.8
Cycle efficiency, ni (%) 27.8 294 29.9

Ideal efficiency, nidealfuid (%) 17.6 16.4 25.4
Exergy input (kW) 9.0 8.91 8.66
Exergetic efficiency, nex (%)  34.4 34.8 35.7

80



Considering the produced work as being only exergy, the exergetic efficiency nex is the ratio of
power output and exergy input. Also by employing this technique, the alternative cycle performs
close to the Rankine cycles. The advantages in terms of primary heat exchange cannot equalise the
other losses that occur later in the cycle.

The performance resulting from the operation described above is summarised in Table 1 together
with data for an ORC without internal heat recovery. In the column for the two-phase expansion,
some rows contain two values. The second number for mass flow of oil and the amount of supplied
heat express the contribution of the expansion device whereas the first value is obtained from
calculations considering the primary heat exchanger.

6. Conclusion and outlook

The results from a dynamic simulation ofa two-stage reciprocating device show that it is possible to
design a compact expander that can extract work from working fluid supplied in liquid form.
Injecting the working fluid on a fixed surface heat exchanger at simultaneous expansion with
accompanying variation of the mean fluid temperature yields an increased heat transfer. This
assures a minimum vapour content and minimises the risk of hydraulic locking that might occur
during the precompression phase. Calculating three suitable temperatures for bulk heat addition
during a step-wise expansion gives an acceptable steady state approximation of this process.

Studying the system performance including the heat supply shows that the presented system layout
with the two-phase expansion performs comparable to a Rankine cycle with the same working fluid.
The obtained results are sensitive to the constraints arising from the heat source definition and
might change when optimising the systems for efficiency instead of power output. Furthermore, this
study shows the potential benefits of enhanced heat source exploitation by utilising an
unconventional expander that can operate in the two-phase regime.

Due to the number of assumption and simplifications employed in the dynamic and steady state
model as well as in the overall boundary conditions, it is desirable to conduct a more detailed
analysis of the proposed system. Especially flow and heat transfer calculations in the detailed
expander model are sources of uncertainty. Regarding the system, several measures can be taken to
generate a more comprehensive study. Among those, auxiliary power consumption and the
interaction with a heat source are considered to be of major interest. Investigating the application of
low temperature power cycles from a more general point of view, different working fluid should
also be compared. A systematic approach on this can contribute performance gains as described by,
amongst others, [12] and [13]. Including mixtures [14] and supercritical operation[15] in an
efficiency assessment adds even more degrees of freedom to a future study.
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Nomenclature

Abbreviations and Acronyms

BDC bottomdead centre position of the piston

DTU Danmarks Tekniske Universitet (Technical University of Denmark)
HPC high pressure expansion chamber

LPC low pressure expansion chamber

ORC organic Rankine cycle

TDC top dead centre position of the piston

VHE Viking Heat Engines
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Letter Symbols
A area, nv
coefficient

o

exergy transfer rate, KW

enthalpy, kJ

specific enthalpy, ki/kg

number of steps in transferred heat
mass flow rate, kg/s

rotational speed, min

pressure, bar

heat, kJ

heat transfer rate, KW

heat transferred at a certain temperature, kJ/K
entropy rate, J/(sK)

specific entropy, kJ/(kgK)

temperature, °C

time, s

internal energy, kJ

rate of volume change, m'/s

O 0O 23 =5 T m.

Q
*

work transfer rate, KW
vapour content

x s < cCc™ v o

Greek symbols

heat transfer coefficient, W/(m? K)
difference

efficiency

crank angle, °

transition coefficient

ratio of circumference to circle diameter
density, kg/m®

transition position coefficient

S VD 3 I DN 8

Subscripts and supe rscripts
I first law

I second law

0 initial value, reference
cool cooling

d discharge

evap evaporation

ex exergetic

exp  expansion

fluid  working fluid

heat  heat exchanger
ideal ideal process
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in input

IS isentropic

max maximum value over a defined interval
mean average value over a defined interval
min  minimum value over a defined interval
net  netvalue

pump - pump

out  output, outlet

src referring to a heat source

t transition point

wall  cylinder wall
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Abstract:

The present study isrelative to the dynamic simulation of heat recovery steam generators. In particular, the
study is focused on the development of simulation models able to calculate thermal and mechanical stresses
and, as a consequence, the low-cycle fatigue damage of high pressure steam drums in combined cyde
systems.

The paper describes the mathematical model that the author has developed to estimate the useful life
reduction of the high pressure steam drum belonging to a three pressure levels heat recovery steam
generator. The aim of the present study is to propose a detailed calculation procedure useful to electrical
energy producers that want to predict the steam drums useful life reduction, due to different transient
operating conditions, in order to optimize plantload cydes.

The steam drum life reduction has been evaluated following the guidelines proposed by the EN 13445
Standard, and subjecting the uniaxial equivalent stress to the “rainflow cyde counting method” reported by
the ASTM E 1049 Standard. As described in the paper, one of the innovations introduced by the author to
apply the EN 13445 Standard is relative to the analytical method proposed to calculate the allowable number
of fatigue cydes without using iterative formulas. Furthemore, it isimportant to say that the calculation tool
can be used to estimate the life consumption of any steam drum of a combined cycle power plant; the model
is characterized by low run times and high reliability. In fact, it has been successfully tested and validated
taking into account expelimental data from real power plants; the paper reports some calculation results that
refer to typical transient operating conditions.

Keywords:
Combined cycles, Steam drum, Cyding, Life Consumption, Rainflow Method.

1. Introduction

In the liberalized electricity market, combined cycles power plants are subjected to frequent
transient operating conditions during their useful life. The market awards power plants
characterized by high flexibility and availability; as a consequence, energy companies have toplan
their production schedules taking into account both technical and economical aspects, considering
that it is profitable to run power plants especially when electricity prices are higher. As reported by
Bracco and Trucco in [1], combined cycle power plants are suitable for operating in transient
conditions since they are characterized by high flexibility and reduced startup and shutdown times.
However, transient operating conditions, also called “cycling”, result in high thermal and
mechanical stresses in the plant components subjected to high temperature and pressure, such as the
gas turbine, the steam turbine and both evaporators and superheaters of heat recovery steam
generators (HRSGS); as a consequence, cycling conditions have to be analysed in order to estimate
the plant useful life reduction and the relative aging costs, as suggested by Gallestey et al. in [2] and
Lefton et al. in [3]. In particular, in [2] the authors describe a decision support system developed to
estimate the effect of daily transient operations on the plant life and maintenance costs. It is
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important to say that both design and capital costs increase for a power plant characterized by a
high degree of cycling flexibility, availability and reliability. Electricity market requirements for
flexible power plants are also very strict and they mainly refer to daily start-stop operation, low load
operation and high start-up reliability; the goal is that of minimizing start-up duration and shutdown
costs, without excessively decreasing the plant efficiency at partial loads.

Lefton et al. in [4] analyse the effect of fatigue on combined-cycle heat recovery steam generators.
In particular, they report examples of tube failures in the HRSG and propose fatigue analysis
methodologies and recommend cycling countermeasures. Furthermore, as suggested by Pasha et al.
in [5] and Lefton et al. in [4] HRSGs manufacturers have to follow innovative design criteria and
managing strategies, and to employ materials and welding procedures that can withstand high
thermal stresses and, as suggested by Medekshas et al. in [6], great attention must be paid to the
estimation of stress concentration factors due to the particular geometrical configuration of heat
exchangers and tubes. As a consequence, it is also important to use instrumentation devices and on-
line stress calculation tools able to monitoring the health status of the plant critical components.

In literature there are many research studies that report methodologies for predicting fatigue life of
mechanical components [7-17]. Fatemi and Yang in [7] analyse the cumulative fatigue damage for
homogeneous materials and report several life prediction theories, while Holman and Liaw in [8]
describe the stress-life, local-strain and fracture mechanics methods to predict the life under
constant or variable amplitude loading conditions. The authors in [8] also analyse the cycle
counting methods necessary to estimate the life consumption in complex variable load histories; in
particular, they refer to level-crossing counting, peak counting, simple-range counting, range-pair
counting and the rainflow method, this last accurately described in the Appendix B of the present
paper. Cycle counting methods are also analysed by Nieslony in [9], Langlais et al. in [10], Singh et
al. in [11], Amzallaget al. in [12], Downinget al. in [13], and Glinka et al. in [14]. In particular, the
ASTM E 1049 Standard [15] has to be taken into account in order to correctly apply the
aforementioned techniques.

The present paper has been developed during ongoing research programs focused on innovative
methods to control and manage combined cycle power plants operating in the liberalized electricity
market. The focus of the research activities is on the dynamic simulation of combined cycles and, in
particular, the goal of the study has been that of developing a simulator able to predict the behaviour
of a three pressure levels HRSG under transient operating conditions in order to estimate the useful
life reduction of the most critical components, such as the high pressure steam drum and
superheater. The study is focused on the high pressure steam drum and it describes the model that
has been developed in order to calculate the fatigue damage of the component. The model has been
tested referring to literature results and taking into account experimental data from a real plant.

The present study derives from several research activities developed by the author since 2005 till
today. The first step has been that of creating a dynamic simulation model of a combined cycle
power plant characterized by a three pressure levels HRSG; the model, implemented in the
M atlab/Simulink environment, is described in [18] by Bracco et al. In particular, in [18] the analysis
is centred on the HRSG and its simulation model; the developed tool permits to calculate, as a
function of time, the main physical quantities that describe the dynamic behaviour of the HRSG,
such as temperature and enthalpy values for both the water/steam and the exhaust gas. The HRSG
simulation model is accurately analysed by Bracco in [19] where several simulation results are
reported.

The second step of the study has been that of developing a tool in order to estimate thermal and
mechanical stresses, due to transient operating conditions, of the high pressure steam drum. In this
regard, in [19] the author proposes a mathematical model to calculate the temperature and the
thermo-mechanical stress distribution in the metal of steam drum; the relative simulator is
illustrated by the author in [20-22].

The third phase of the study has been that of validating and testing the stress simulator using
experimental data. Several results of the analysis are reported by Bracco in [19-22].
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The forth step is relative to the development of a calculation procedure to estimate the fatigue life
consumption of the steam drum metal parts. This work is accurately explained by Bracco in [23].
The life consumption model has been created following both the EN 13445 and the UNI EN 12952
Standards and applied to both the welded and unwelded zones of the component [24-28]. In [23] the
author pays the attention to the calculation of stress concentration factors and reports some results
for typical transient conditions, such as a warm start-up, a hot start-up, a shutdown and a load
variation across the nominal steady state condition.

Finally, during the fifth phase of the study, that is described in the present paper, the author has
further improved the steam drum life consumption calculation tool, taking into account two
different aspects. First of all, the “rainflow counting method” has been applied in order to
accurately identify the fatigue stress cycles to give as input to the life consumption calculation
model. Secondarily, the life consumption calculation routine has been modified with the aim of
determining the allowable number of fatigue cycles without using iterations; the new algorithm is
innovative since it can be easily implemented on real time plant regulators giving as output
important information, regarding the component residual life, in order to optimise load cycles
without compromising the plant structural integrity.

2. The steam drum simulation model

In [19-22] the author reports the mathematical model that has been implemented in the
M atlab/Simulink environment in order to simulate the heat transfer [29-31] through the metal and
insulation parts of a high pressure steam drum belonging to a three pressure levels HRSG. More in
detail, the mathematical model is based on the discretization of the Fourier’s heat transfer equation
written in cylindrical coordinates (r, 6, z); furthermore, due to the cylindrical symmetry of the
component, the temperature is considered only as a function of radial coordinate and time [32]. The
main equations used to calculate the temperature distribution and the thermo-mechanical stresses in
the metal part of the steam drum are reported in Appendix A [31, 33-34].

The main inputs of the simulator are: 1) steam drum configuration data (length, inner diameter,
metal thickness, insulation thickness), 2) materials data (thermal conductivity, specific heat, density,
thermal diffusivity, Young’s modulus - E,, Poisson’s ratio - v, linear coefficient of thermal
expansion - «,), 3) heat transfer coefficients, 4) steam and ambient temperature as a function of
time. On the other hand, the main outputs of the simulator are: 1) the temperature distribution inside
both the metal and the insulation of the drum, 2) the thermal stresses (due to thermal gradients), 3)
the mechanical stresses (due to steam pressure variation).

2.1. The equivalent stress calculation

As reported in [22-23, 33-34], the three principal structural stresses in the metal of the steam drum
are calculated by applying the superpaosition principal to thermal and mechanical stresses (see
Appendix A) as follows:

T

— 5P N T — 5P T
,=cf+0] O s =O0 +04 Ogrues = OF + 0, 1)

o struc

struc struc2

The equivalent stress, in accordance with the Tresca’s criterion, is then calculated:

OTresca = max(] S12 max SlZminl; |Sz3max - S23 minl ;|S31max - SSlminl) (2)

where the term Sj; indicates the difference between the i and j principal stresses reported in (1). It is
important to remark that the sign of the maximum principal stress (in modulus) is utilised to give
the sign to the Tresca equivalent stress. The simulator verifies, at each calculation time, if the
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equivalent stress exceeds the allowable stress, which depends both on the material and the operating
temperature.

2.2. The identification of fatigue cycles

Once having determined the signed Tresca equivalent stress, it is necessary to count the fatigue
cycles. As explained in Section 1 there are several cycle counting methods; the most important
calculation procedures are listed in the ASTM E 1049 Standard [15]. In the present study, the
“rainflow counting method” has been chosen since, as suggested by Nieslony in [9], is one of the
most popular and widely used algorithms. In particular, the guidelines reported in [15] and in [9] by
Nieslony have been followed.

A Matlab model has been developed in order to implement the rainflow algorithm. The main inputs
of the model are: 1) the signed Tresca equivalent stress as a function of time, 2) the metal
temperature time history. As further explained in the Appendix B, in order to apply the algorithm,
the Tresca stress signal is treated to individuate peaks and valleys. It is noted that, in accordance
with the ASTM E 1049 Standard [15], a “peak™ is a point at which the first derivative of the load-
time history changes from a positive to a negative sign, whereas at a “valley” it changes from a
negative to a positive sign. The main outputs of the model, for each identified fatigue cycle, are: 1)
the stress range Ao (algebraic difference between the peak and valley values), 2) the mean value o,
(algebraic average of the peak and valley values), 3) the value 0.5 if the stress range Acis counted
as a half cycle or the value 1 if it is counted as one cycle, 4) the cycle beginning time t,, 5) the cycle
period 7, 6) the average temperature T* calculated as indicated by the EN 13445 Standard [24] and
also reported by Bracco in [23].

3. The life consumption calculation model

The steam drum fatigue life consumption has been evaluated taking as reference the procedure
reported by EN 13445 Standard [24] and Zeman et al. in [25], and extensively described by Bracco
in [23]. The calculation has been done for both welded and unwelded zones. The results reported in
this paper refer to the unwelded zones, that are the metal parts in the proximity of the risers and
downcomers connections to the cylindrical part of the steam drum; for the present calculations, a
stress concentration factor K; equal to 3 has been assumed.

The life consumption calculation procedure has been implemented in the Matlab environment and it

permits to calculate, for the i cycle identified by the rainflow counting method, the allowable
number of fatigue cycles N; by applying the following formula:

2
46000
N, = 3)
Acg —0.63-R, +115

where R, is the material tensile strength while the stress range Acg; depends on the stress range Ao,
which identifies each cycle, as follows:

_ Aoy _Kf(Kt'AGi’ke’kv’AGD)'AGi'ke'kv
Aog = r = fu(Ni) (4)

In (4) K¢ indicates the effective stress concentration factor; it depends on: the theoretical stress
concentration factor K, the stress range Ag, the plasticity correction factors k. and k,, and the
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material endurance limit Aop. The term f, is an overall correction factor, WhICh depends on: the
thickness and roughness of the metal, the average temperature T* of the it cycle, and the mean
equivalent stress anean @S defined in the EN 13445 Standard [24]. Furthermore, it is important to
remark that, since the factor f, is a function of the number of allowable cycles, the determination of
N; requires an iterative calculation.

3.1. The calculation of the allowable number of fatigue cycles

As anticipated in Section 1, to improve computational efficiency and to implement the procedure in
plant regulators, the N; calculation has been done developing a non-iterative algorithm. The main
goal of the present paragraph is that of describing the steps of the proposed calculation method.

The main inputs of the calculation procedure, for the i" cycle, are: 1) the stress range Ag, 2) the
mean equivalent stress a,;, 3) the material tensile strength R;,, evaluated at room temperature, 4) the
material roughness R,, 5) the material thickness e,, 6) the average temperature T*, 7) the theoretical
stress concentration factor K,. From these data it is possible to calculate, in accordance with the EN
13445 Standard, the following quantities: the yield strength R,=R,(T*), the endurance limit
Aap=A0b(Rn), the plasticity correction factors k. and k, which depend on Ag and R, the maximum
Stress omax= Gmax (4ai, omi), the correction factor fr«=f«(T*) and the two terms:

o5 0.182
F,=1-0.056-(InR,)***-InR, +0.289- (In R, *** F,= (—j (5)
en

which take into account the effects of the material roughness and thickness.
If Ac < 2R, and -Ry< 6,,i<0.5-Acg; [(1+M), after some algebra the (3) becomes:

B G _o2mn;
Al ===+ —-Y =0 (6)

NN
where
A= 0.63R, —11.5— ————~ M (2+4M) - 26 mean | (fr« ¥ -(0.63R,, —11.5)
(—ﬁ (1+ M) mean | {T7
46000 M-(2+M) 5
= -12-(0.63R —-11.5) -—————-20, o Fpe
Bl Adf 'y0_93 |: ( m ) (1+|\/|) mean:| ( T ) (7)
9

c, - 2.116-1(193 (.

Aoy |-y~
y=FK- kK
being M=0.00035-R-0.1 and Gnean= Gean(Rp, A G7).
If Ag < 2R, and 0.5-Acg;/(1+M) < gi<R, the (3) becomes:

B, -0.1InNj

+ - =0

Ay N y (8)
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where:

1+ M
{(0.63Rm —11.5)-[+—A]—M-2amean]- -
BZ

1+M 3

0.465

A2:

AO'f 'y 1+M AGf * y0'465

i [1+ '\%J 46000 ;. 9

If Ac > 2R, the (3) becomes:

B; -01nNj _ g

t—==- 1
A N y (10)
where:

= ! f.-(0.63R. —115 B, = ! 46000- f
As—m' T*'(' m ) rm' "I (11)
Equations (6), (8) and (10) can be written in the general form:

i L Cp ajnni

Fi(N) = A+ + Ay =0 (12)

having the solution:
N, {ﬂJ% . (13)
Bj

The terms ¢, Fj and y derive, after a little algebra, from the calculation of the (12) in three different
points: x; and x; chosen by the user and x, = xl,/x3 ! X

More in detail:
F (x)— F (x )}
In{ RSP R
F; (Xz)— Fj(Xl) B, :%F;J(Xl) a;= Fj(xz)_ﬂj ~ng (14)
X3® — X

Vi= X
In( —3J
X

After having estimated the allowable number of fatigue cycles N; for the i cycle, it results that the
"cumulative fatigue damage index" D for the examined component can be calculated, as also
reported by the author in [23], by applying the Palmgren-Miner rule which suggests to sum the
"fatigue damage index" values (LC;) as follows:

D- i LC {m: (%} (15)

where n; indicates how many times the i cycle occurs during the useful life of the component (m
being the number of transient conditions taken into account by the fatigue analysis).
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4. The analysis of some typical transient conditions

Both the steam drum simulation model and the life consumption calculation procedure, respectively
described in Section 2 and 3, have been applied to study some typical transient conditions to which
a combined cycle power plant is subjected. In particular, in this paper the author pays the attention
on the following three transient conditions: a cold, a warm and a hot start-up; the simulation results
refer to a steam drum characterized by: 2 m inner diameter, 13 m length, 0.09 m metal thickness,
122 bar nominal pressure. For each of the aforementioned operating conditions, an accurate analysis
has been done in order to calculate: 1) the temperature distribution in the metal and insulation parts
of the steam drum, 2) the thermal and mechanical stresses in the metal parts, 3) the Tresca
equivalent stress, 4) the life consumption of the component consequent to each load cycle identified
by the rainflow counting method applied to the signed Tresca equivalent stress.
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Fig. 1. The metal temperature during the cold start-up.
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Fig. 2. The principal structural stresses (cold start-up).

In Fig. 1 the temperature of the more stressed metal layer is depicted as a function of time; Fig. 2
shows the three main principal stresses while in Fig. 3 the signed Tresca equivalent stress is
represented. The stem plot in Fig. 4 displays the stress range Ao values of the cycles counted by the
rainflow algorithm, as explained in the Appendix B. The calculation results for the more significant

cycles (F1, F2, F3, F4 and F5), characterized by higher Acvalues, are reported in Tab. 1; it results
that only the F4 cycle gives an important contribution to the steam drum life degradation, since it is
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characterized by the lower allowable number of fatigue cycles N;. In Tab. 1 the "fatigue damage
index" values (LC;) are also reported.
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Fig. 3. The signed Tresca equivalent stress (cold start-up).
350 T T T T T T
F4
300 { 4
250
200
3
150 2
o
100 ES
®
% Fl F3
Cycles

Fig. 4. The stress range Aovalues of the cycles identified by the rainflow counting algorithm (cold
start-up).

Table 1. Results of the rainflow counting method applied to the cold start-up

F1 F2 F3 F4 F5
Ac[MPa] 16.2 133.2 8.0 298.6 84.6
an [MPa] -108.5 -67.9 155.6 14.8 121.8
cycle 1 0.5 1 0.5 0.5
to [S] 1770 60 5040 1170 4830
7[s] 360 2220 360 7320 7380
T* [°C] 233.0 116.4 325.8 284.0 315.7
N; 0 55800 0 4670 163000
LC; 0 1.79E-05 0 2.14E-04 6.1E-06

In Figs. 5 to 6 the metal temperature time history is plotted, respectively for the warm and the hot
start-up. The results of the rainflow counting method and fatigue damage evaluation are listed in
Tabs. 2 to 3, considering for the two cases the most significant cycles. The hot start-up is the
transient condition which determines a lower fatigue damage.
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Fig. 5. The metal temperature during the warm start-up.
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Fig. 6. The metal temperature during the hot start-up.

Table 2. Results of the rainflow counting method applied to the warm start-up

T1 T2 T3 T4
Ao [MPa] 93.2 8.0 255.6 84.6
an [MPa] -44.9 155.6 36.3 121.8
cycle 0.5 1 0.5 0.5
to [s] 90 4740 1590 4485
7 [s] 3000 360 5790 7470
T* [°C] 198.6 325.8 303.2 315.7
N; 393000 0 5980 163000
LC; 2.5E-06 0 1.67E-04 6.1E-06

Table 3. Results of the rainflow counting method applied to the hot start-up

C1 c2 C3 C4
Ac[MPa] 5.9 10.5 12.7 106.5
o, [MPa] 68.3 66.0 76.9 114.0
cycle 0.5 0.5 1 0.5
to [s] 30 210 1830 420
7 [s] 360 420 720 7500
T* [°C] 264.2 269.1 288.2 315.5
N; © © 0 50700
LC; 0 0 0 1.97E-05

Conclusion

In the present paper the topic of the life consumption of combined cycle power plants has been
discussed, focusing on high pressure steam drums. A simulation model has been developed and
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tested to determine the thermal and mechanical stresses in the metal parts of a steam drum. The
paper describes the calculation procedure that has been used to quantify the fatigue damage
consequent to transient operating conditions. In order to estimate the consumed life of the
component, the EN 13445 Standard has been applied using an innovative approach to determine,
without iterative formulas, the allowable number of fatigue cycles; in the developed model the
rainflow counting method has been used too, since it has been necessary to reduce the load time
history into a set of simple stress cycles each characterized by a certain amplitude.

The life consumption model is characterized by lower run times and it can be used in real time to
estimate the residual life of any steam drum.
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Appendix A

In the developed mathematical model, a simplified configuration of the steam drum has been
adopted: it consists of two coaxial cylinders, the inner for the metal (characterized by internal and
external radius respectively equal to r;,; and r*) and the outer for the insulation. The Fourier’s heat
conduction equation has been applied in order to calculate the temperature values inside both the
metal and the insulation of the drum:

0T 1 0T

oa? roor

oT

= (A1)

— 1 .
a

where, due to the cylindrical symmetry of the component, the temperature is considered only as a
function of the radial coordinate r and time t. A finite differences model has been developed in
order to implement the Fourier's equation in the Matlab/Simulink environment; the metal part of the
steam drum has been discretized in coaxial cylindrical layers, for each of which the mechanical and
the thermal principal stresses (radial, circumferential and axial) have been calculated by means of
the formulas respectively reported by (A.2) and (A.3).
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Appendix B

In order to count the fatigue cycles the “rainflow counting method” has been applied, following the
guidelines indicated in the ASTM E 1049 Standard [15]. In Fig. B.1 the rainflow algorithm is
schematically described, while in Fig. B.2 an example of the calculation is reported.
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Fig. B.1. The rainflow counting algorithm.

The main input of the rainflow algorithm is the signed Tresca equivalent stress. First of all, the
Tresca equivalent stress time history is filtered in order to identify peaks and valleys (points A, B,
C,D,E F, G, H, I inFig. B.2). Then the algorithm treats three points at a time (e.g. A, B and C at
the beginning of the calculation) and it is based on the comparison between two successive stress
ranges, denoted respectively by X (range under consideration, e.g. B-C segment) and Y (previous
range adjacent to X, e.g. A-B segment); the letter S identifies the starting point which moves
forward in time (at t=0 S coincides with the first point, peak or valley, of the load history). As
visible in Fig. B.1, if Y is greater than X the first in time of the three points is discarded and a new
peak or valley is read; on the other hand if X is greater than Y, this last is counted as a half cycle, in
case of Y containing S, or as one cycle if Y does not contain S. The algorithm ends by counting as
one-half cycle each stress range that has not been previously counted.

In Fig. B.2 the application of the rainflow counting method to a general load history is described. In
particular, Fig. B.2.1 shows the load time history, Fig. B.2.2 indicates the identification of peaks
and valley, whereas the remaining figures are relative to the cycles counting procedure. As listed in
Tab. B.1, the load ranges B-C, G-H and E-F are each counted as one cycle, while the ranges A-D
and D-1 are each counted as one-half cycle. Furthermore, for each counted cycle the Tab. B.1 also
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reports: the stress range, the mean stress, the beginning time t, and the period .
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Fig. B.2. The rainflow counting method: an example.

Table B.1. Results of the rainflow counting example

B-C A-D G-H E-F D-I
Ac [MPa] 2 39 3 19 52
on [MPa] 44 42.5 16.5 21.5 36
cycle 1 0.5 1 1 0.5
to [s] 1 0 8 4 3
T [S] 2 6 2 6 14
Nomenclature
Symbols:
a thermal diffusivity, m?%/s
D

cumulative fatigue damage index
En Young's modulus

e, thickness, mm

fr«, f, correction factors

Ks, K; stress concentration factors

LC  fatigue damage index

allowable number of fatigue cycles

number of applied stress cycles
pressure, MPa
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Rm, R, tensile, yield strength, MPa

R, material roughness, um

r radial coordinate, m

T temperature, °C

t time, s

Greek symbols

Ot coefficient of thermal expansion, K™
) stress, MPa

Ao cycle stress range, MPa

Ao endurance limit, MPa

Ao effective equivalent stress range, M Pa
Aoy stress range of fatigue curves, MPa

T period, s
v Poisson's ratio
Subscripts

r, 0,z radial, circumferential, axial
struc structural

Superscripts
p pressure
T temperature
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Abstract:

The valorization of low-temperature waste heat (< 120°C) into electricity within industrial processes
undoubtedly plays a crucial role in improving overall energy efficiency of industrial processes. Organic
Rankine Cycle (ORC) using organic fluid in converting low-grade energy is investigated in this study. For
wet gas heat sources, i.e. high moisture contents (T water dew point > 50°C), the optimal evaporation
temperature at which the overall efficiency is maximal is below the corresponding water dew point
temperatures; then a latent heat will be released from the heat source in the boiler leading to high working
fluid mass flow rate in the ORC system, involving a high cold water mass flow rate for the condenser.
Thus, the overall efficiency of the ORC system will be significantly impacted by the auxiliary electrical
power consumptions of the cold water source for the condenser and can be reduced by about a factor 2
when using a cooling tower to cool the water for the condenser. Therefore, the main purpose is to reduce
the auxiliary electrical power consumptions by creating a temperature glide in the heat exchangers using
an appropriate refrigerant blend as working fluid instead of a pure working fluid. Results show that a
refrigerant blend of R-1234yf and R-245fa is the most promising ORC working fluid for the present
application. For an ORC using a heat source with an inlet dry temperature of 110°C and water dew point
temperature of 60°C for the boiler, and a cooling tower as a cold source for the condenser, an R-
1234yf/R-245fa blend at its optimized mole fractions increases the ORC overall efficiency by about 46%
compared to R-1234yf (pure working fluid).

Keywords:

Auxiliary electrical power consumptions, Blend working fluid, Low temperature heat source, ORC system,
Pure working fluid.

1. Introduction

Many heat sources at low temperature (< 120°C) such as flue gases at cement mill exit are
available and wasted into the atmosphere. These heat sources are classified as low-grade heat
sources and can be valorized towards electricity production. The investigated conversion cycle is
the Organic Rankine Cycle (ORC) technology for its high efficiency at low-temperature heat
source. The ORC is a power generation cycle that uses organic fluids instead of water as working
fluid and that can be adapted to a large temperature range to produce electricity, primarily for
energy at low temperature, e.g. below 120°C. However, generating power from heat sources
below 120°C is a challenging task as the thermodynamic maximum represented by the Carnot
factor states that efficiency is only 25%. State-of-the-art of current applications of heat
valorization have overall electrical efficiencies between 3 and 5%, because of various losses, e.q.
heat transfer losses, friction losses, leakage in the turbine, and other losses. Moreover, this
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efficiency will be greatly affected by the auxiliary electrical power consumptions, especially
when generating power using a wet heat source (Tuwater dew point > 50°C) for the boiler.

Several research studies were mainly focused on low-grade heat ORC. Madhawa et al. [13]
based their study on the exergy approach to parameterize properly ORCs for geothermal
applications. Wei et al. [15] conducted a performance analysis and optimization of an ORC using
R-245fa as working fluid driven by exhaust heat to maximize its recovery in order to improve the
system output net power and efficiency. The choice of the working fluid has a significant
influence on the system overall efficiency. A number of authors investigated the selection of
pure working fluids. Liu et al. [12] analyzed the performance of several working fluids of ORC
adapted to waste heat applications. Hung et al. [8] show that the slopes and the shapes of the
saturation vapor curve of fluids have a primary effect on the performance and on the architecture
of the ORC where the isentropic fluids seem to be the most suitable type of working fluid for
recovering low-temperature waste heat. Hung et al. [9] studied the effect of wet and dry fluids on
the ORC performance at low-grade temperature. Results indicate that wet fluids with very steep
saturated vapor curves in T-s diagram present a better overall performance in energy conversion
efficiencies than that of dry fluids.

An interesting approach to optimize the cycle efficiency and electrical power output of the power
plant is the use of zeotropic mixtures as working fluids [1]. For those blends, a temperature glide
at phase change occurs, which provides a good match of temperature profiles in the condenser
and boiler. Heberle et al. [7] detailed simulations of ORC for energy conversion of low-enthalpy
geothermal resources using a zeotropic blend as working fluid. It was shown that the use of
blends as working fluids leads to an efficiency increase compared to pure fluids, due to a glide
match of temperature profiles in the condenser and boiler. Bleim [3] investigated the use of
R-114/R-22 for geothermal power generation. The blend shows higher efficiency, between 3%
and 8%, compared to R-114.

In this study, the analyzed heat source is characterized by an inlet temperature of 110°C and a
water dew point temperature of 60°C. After identifying the exergy potential of the analyzed heat
source, the effects of auxiliary electrical power consumptions of the cold water source for the
condenser on the ORC parameters are shown. Finally, the effect of using blends as working
fluids on the overall system efficiency is studied in order to reduce the auxiliary electrical power
consumptions by providing a good match of temperature profiles in the condenser and
evaporator.

2. Potential evaluation of low-temperature wet heat sources

The aim of this section is to quantify the energy and exergy potentials, and the ideal efficiencies
of the heat source. Analyzing the exergy potential is a good measurement to identify the overall
potential for electricity production of a given heat source. The heat source, characterizing the
temperature and the available guantity of heat onto a temperature of 20°C, is presented in Fig. 1.
This figure shows a breakage shape within the curve at the water dew point. A large amount of
heat within the streams is in the form of latent heat and can only be recovered by condensing the
water vapor [16]. In order to identify the amount of energy available for conversion into work,
the temperature is replaced by the Carnot-Factor. The Carnot-Factor (1) is calculated between the
measured temperature and the ambient temperature [4]. Fig. 1 shows the Carnot-Factor vs. the
heat load for the studied heat source. The surface under the Carnot-factor curve represents the
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available exergy [10]. As the exergy is the work that could be extracted by a perfect cycle, itisa
good measurement to identify the overall potentials for electricity production ofa heat source.
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Fig. 1. Outlet heat source temperature and Carnot factor vs. available heat load.

Carnot — Factor =1-To /T (1)

Where T, = Ah/As; Ah and As are respectively the enthalpy and entropy differences and are
calculated for 1-K gas cooling.
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Fig. 2. ldeal overall & exergy efficiencies vs. outlet heat source temperature.

The ideal overall and ideal exergy efficiencies for the studied heat source are shown in Fig. 2.
The ideal overall efficiency (2) is the maximal overall efficiency that can be reached into a
conversion cycle; it is equal to the amount of energy available for transformation into work
(exergy) over the maximal heat load released by the heat source by cooling it down to the
ambient temperature. The ideal exergy efficiency (3) is equal to the amount of energy that is
available for transformation into work (exergy) over the maximal exergy availability obtained by
cooling down the heat source to the ambient temperature. From Fig. 2, a maximal ideal overall
efficiency of 8.7% can be reached for the studied heat source.

77overall ideal — EXavaiIabIe,FG/Qmax,FG (2)

77e><ergy ideal — EXavaiIabIe, FG /EXavaiIabIe max, FG (3)

In (2) and (3), the available exergy, the maximal available exergy, and the maximal heat load
released by the heat source are given respectively by:

EXavaiIabIe,FG =M I:(hln,FG -To'sin,FG) '(hout,Fe -TO'SOUT,FG):| (4)
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EXavaiIabIe max,FG = mFG I:(hin,FG _To'Sin,FG )_ (ho _To 'So)} (5)
Qmax,FG = Meg (hin,FG 'ho) (6)

3. Cooling configurations and process parameters for ORC

Organic Rankine Cycle (ORC) is a power generation cycle that uses organic fluids instead of
water as a working fluid. The ORC interest is its ability to adapt to a large temperature range to
generate power from heat source at low temperature, e.g. below 120°C.

The evolution of the working fluid into the ORC consists of four operations (Figs 3.a & 3.b). The
working fluid, sub-cooled liquid at the condenser outlet (point 1) is compressed by a pump from
low to high pressure to enter the boiler (point 2). The high-pressure liquid enters the boiler in
liquid phase where it is heated and vaporized at constant pressure by the entering flue gases. The
vapor at the boiler exit (point 3) expands through the turbine and generates power. Finally, the
vapor enters the condenser (point 4) where it is condensed at constant pressure.

Boiler| ]
Fluegasinket () |4

w

Temperature [K]

e Btropy it K]
(@) (b)
Fig. 3. Simple ORC: a) Schematic diagram, b) (T-s) diagram.

The boiler and condenser capacities are given respectively by:

Qoiter Zmr(ha _hz) (7)

Qeonderser =M, (hy —hy) (8)

The turbine and pump powers are expressed respectively by:
Wirbine = mr(hs - h4) ©)

Wom =M, (h,— 1) (10)

The system efficiency is the ratio between the net generated power and the heat capacity
transferred in the boiler:

Myystem =Wt /Qugiter (11)

The net generated power is given by:

Weee =Wirbine 'Wpump ~VVawiliary consumptions (12)

The extraction efficiency of the heat from flue gases (or flue gas efficiency) is defined by:
Nes = QFG/Qmax,FG (13)
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Where in (13), the maximal heat that can be extracted from flue gases is given by (6) and the
heat extracted from FG is given by:

Qre = Mee (My ke ~ o ) (14)
The overall efficiency is given by:

Noveratt = Whet / Qraxro (15)
The overall efficiency can also be written as:
Noveratt = Myystem - MG (16)
The global exergy efficiency is given by [2]:

T global exergy :Wnet/EXavailable max,FG 17)

The thermodynamic properties of the working fluids are calculated using REFPROP 9 developed
by the NIST [11].
The auxiliary electrical consumptions generated by the cold source for the condenser are crucial
in the evaluation of the optimal operating parameters since the overall efficiency of ORC using
heat source below 120°C is relatively low (less than 5%).
Three main configurations for the ORC cold water source are studied (Fig. 4):

e ORC with configuration 1: the cold source for the condenser is not taken into account

e ORC with configuration 2: the cold source for the condenser is either river water or sea
water

e ORC with configuration 3: the cold water source for the condenser is a cooling tower

The auxiliary electrical power consumptions include the cold water pump power for ORC with
configuration 2, plus the CT blower power for ORC with configuration 3.

inlet to ORC! exitfromORC

Ae@s Flie g
A
hIanOR:+ 4e<ilfanR? Flegs * + Legas

Flue gas Flwe gas
inlet © ORC} +e><itfr0mORC
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Coldweerinle: § Y Vamwater exit
ORC Cddvaerpnp fromCT ©oCT

Qdwaeide  Wamwatrext Cooling ower (CT)
Fomriver oriver

(@) (b) (©)

Fig. 4. Cold source configurations for ORC system: a) configuration 1, b) configuration 2, c)
configuration 3.

The ORC process parameters are listed in Table 1. These parameters are used to evaluate the
overall efficiency of the ORC system with the three configurations of the cold water source listed
abowe.
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Table 1. ORC process parameters.

Parameters

Boiler pinch 3K Nis. punp 80%

Sub-cooled condenser 2K M is. turbine 75%

Dpcondenser 20 kPa n CT blower 60%

T in water to condenser 18°C DPCT datic 200 Pa

T out water from condenser 23°C DPcrt dynamic 100 Pa

tco:-lc:?pproach = Tou cold water from CT — Tin air wet bulb 5 K DP water in cold water circuit 50 kPa
Ambiant air 18°C db, 13°C

Tin waterto CT — TOLt air from CT 3K conditions wb

4. Effect of auxiliary electrical consumptions on optimal
operating parameters for ORC

The optimal operating point of the ORC will be evaluated at the maximal overall efficiency
instead of the system efficiency, because the latter does not take into account the flue gas
extraction efficiency and the final aim is to extract the maximal exergy from the heat source. The
overall efficiency is optimized as a function of the thermodynamics parameters for the ORC.
Three thermodynamic parameters can be optimized for the ORC system:

e the condensation pressure

e the boiler superheat

e the evaporation pressure

4.1 Condensation pressure

The optimal condensation pressure depends on the auxiliary electrical power consumptions of
the cold water source used in the ORC condenser. Fig. 5 shows that the optimal condensation
pressure is slightly moved away from the minimal condensation pressure for ORC with
configuration 2, due to the electrical power consumption of the cold water pump, whereas a
larger deviation exists for ORC with configuration 3 due to the additional blower electrical
power consumption. Therefore, for each condenser cooling mode (ORC with configuration 1, 2
or 3), an optimal condensation pressure exists.

4

= ORC with configuration 1
=== ORCwith configuration 2
------ ORC with configuration 3

w

————
~
o

-

Overall efficiency (%)
N

0

0.12 0.14 016 018 0.2 0.22 024 0.26
Condensation pressure (MPa)

Fig. 5. Overall eff. vs. cond. pressure (Pevap = 0.4001 MPa, nil boiler superheat, R-245fa).
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4.2 Boiler superheat

The second thermodynamic parameter to be optimized for the ORC system is the boiler
superheat.

@
=]

e OR C withconfiguration 1
= = +ORC withconfiguration 2
''''' ORC withconfiguration 3

P [=2]
o =]
'

N
o
'

Optimal hoiler superheat (K)

o
o -

20 40 60 80 100 120

Evaporation temperature (°C)

Fig. 6. Optimal boiler superheat vs. evap. temperature at the optimal cond. pressure (R-245fa).

Fig. 6 shows the evolution of the optimal boiler superheat as a function of the evaporation
temperature at the optimal condensation pressure for the three ORC configurations using
R-245fa as working fluid. From a thermodynamic point of view, the boiler superheat leads to a
decrease in the overall efficiency. However, the increase in the boiler superheat leads to a
decrease in working fluid and cold water mass flow rates (Fig. 7a), which results in decreasing
the auxiliary electrical consumptions. Thus, for ORC with configurations 2 and 3 and at low-
temperature evaporation, where the working fluid mass flow rate in the ORC is relatively high
(Fig. 7b), the optimal boiler superheat will not be nil (Fig. 6).

i
o

14
12
10

——Working fluid ——Working fluid

------ Cold water

©

------ Cold water

Mass fraction (kg /Kg g o)
Mass fraction (kg /Kg gy rg)

o N M O ®

0 10 20 30 40 50 30 40 50 60 70 80 90 100 110
Boiler superheat (K) Evaporation temperature (°C)

(@) (b)

Fig. 7. Mass fractions vs.: a) Boiler superheat (Pevap =0.3441 MPa), b) Evap. temperature
(optimal boiler superheat) for ORC with configuration 3 (R-245fa).

4.3 Evaporation pressure
The third thermodynamic parameter to be optimized in the ORC system is the evaporation
pressure. The evolution of ORC efficiencies, net turbine power and evaporator capacity as a
function of the evaporation temperature using R-245fa as working fluid are shown in Fig. 8. The
slope change in the flue-gas efficiency curve when crossing the flue-gas dew point temperature
leads to two optima for the overall efficiency, exergy efficiency, and turbine power:

e dryoptimum: above water dew point temperature (Teyap. = 64.2°C)

e wet optimum: below water dew point temperature (Tevap. = 45.5°C)
Compared to dry optimum, the turbine power is about 2.5 times higher and the boiler capacity is
about 3 times higher at the wet optimum due to the latent heat released below the water dew
point temperature.
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Cycle & overall eff. (%)

Fig. 8. Evolution of: a) ORC efficiencies, b) Net turbine power and boiler capacity vs. evap.
temperature (ORC with configuration 1, R-245fa).

The effect of auxiliary electrical power consumptions on the overall efficiency and net turbine
power appears clearly below the water dew point temperature as shown in Fig. 9 where the
working fluid mass flow rate in the system is relatively high (refers to Fig. 7b). Compared to
ORC with configuration 1, the optimal overall efficiency at wet optimum is reduced by around
10% for ORC with configuration 2 and by 48% for ORC with configuration 3, using R-245fa as
working fluid. It should be noted that the optimal evaporation temperature moves slightly away
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Table 2 shows the effect of ORC cold source configurations on the net turbine power ratio
between wet optimum and dry optimum. This ratio varies from 2.42 for ORC with configuration
1to 1.62 for ORC with configuration 3.
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Table 2. Net turbine power ratio between wet optimum and dry optimum.

ORC cold source configuration

W net at wet optimum / Wnet at dry optimum

1
2
3

242
2.30
1.62

5. Effect of auxiliary electrical power consumptions on ORC
working fluid selection



To identify the most appropriate working fluids of the ORC for the present application, the
selection method is based on thermo-physical criteria (high overall efficiency, dry turbine
expansion), environmental criteria (GWP < 1000 kgCOZGq,kg'l, zero ODP) and safety criteria (no
or moderately flammable, non toxic). Basically, working fluids can be classified into three
categories: dry, isentropic, and wet depending on the slope of the T-s curve (dT/ds) to be
positive, infinite, and negative, respectively and categorized into three flammability classes: 1 for
non flammable, 2 for weakly flammable, and 3 for flammable working fluids [6].

The effects of the auxiliary electrical consumptions on the ORC optimal overall efficiency for
the possible candidate pure working fluids are shown in Table 3. R-1234yf, R-152a, and
ammonia are classified as slightly flammable fluids and belong to class 2 [5]. For wet working
fluid, i.e. ammonia and R-152a, the boiler superheat is adjusted to ensure a dry turbine expansion
to prevent turbine erosion. However, a vapor quality slightly below one at the turbine exit can be
acceptable. As shown in Table 3, the highest overall efficiency is reached using
R-1234yf as working fluid for ORC with configuration 1, while it is reached using ammonia for
ORC with configuration 3. The results are in good agreement with [8] and [9]. It should be noted
that the present study is limited to supercritical case and further investigations would be
interesting to study the transcritical and supercritical cases.

Table 3. Effects of auxiliary electrical power consumptions on ORC optimal overall efficiency
for the possible pure working fluid candidates

ORC configuration 1 2 3
Pure working fluid Overall efficiency (%)

R-1234yf 3.20 2.79 1.58
R-152a 3.12 2.72 1.69
R-245fa 2.89 2.62 1.46
Ammonia 3.15 2.78 1.78

6. Auxiliary electrical consumptions for ORC with
refrigerant blend as working fluid

In general, the use of refrigerant blends as working fluids for the present application (T<120°C)
will be interesting since the temperature difference between heat source and sink is around
100 K, and it makes sense when taking into account the auxiliary electrical power consumptions
(ORC with configurations 2 and 3). In fact, a temperature glide in the condenser reduces the
auxiliary electrical power consumptions by reducing the cold water mass flow rate. The
temperature glide in the HEXs (boiler and condenser) will be defined according to the auxiliary
electrical power consumptions. As the auxiliary electrical power consumptions increase, more
temperature glide will be needed in HEXs and vice versa. The thermodynamic properties of the
blend working fluids are calculated using REFPROP 9 developed by the NIST [11]. It estimates
the interaction between fluids.

In order to define a promising blend as working fluid, a series of binary blend has been tested.
Results show that binary blends whose R-1234yf is one of the components are the most
promising for the present application and will be presented. The second component of the binary
blend has been selected with the aim to increase the critical temperature of R-1234yf
(Ter = 94.8°C) by approaching the latter to the inlet heat source temperature on the one hand, and
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to give the necessary glide to minimize the auxiliary electrical power consumptions and the
exergy losses in HEXs on the other hand. Note that by increasing the critical temperature of
R-1234vyf, the system efficiency will increase leading to an increase in the overall efficiency [6].
Table 4 lists the most promising binary blends as working fluids at their optimized mole
fractions for ORC with configuration 3. A blend between R-245fa and R-1234yf will be selected,
because compared to R-1234vyf, this blend leads to an increase in the overall efficiency by around
45% on the one hand (Table 4), and adding R-245fa to R-1234yf will reduce the flammability
level of this latter on the other hand because R-245fa is classified as non-flammable working
fluid [6]. Among hydrocarbon blends with R-1234yf, pentane, isopentane, and neopentane show
a good agreement compared to other hydrocarbons including butane, isobutane, hexane, and
isohexane, although the flhmmability remains the main drawback of using such blends [6].

Table 4. Binary blends as working fluid for ORC with configuration 3.

c c Optimal fractions Glide boiler  Glide condenser  Moverat RV

' ’ (C4/C,, % mol.) (K) (K) (%) (%)
R-1234yf R-365mfc 85.41/14.32 15.7 19.6 2.26 43.04
R-1234yf R-245fa 51.12/48.88 13.2 16.8 2.30 45.57
R-1234yf Butane 52.10/47.90 6.5 7.9 2.14 35.44
R-1234yf Isobutane 52.40/47.60 4.6 6.6 1.98 22.66
R-1234yf Pentane 84.44/16.56 17.6 20.5 2.32 46.84
R-1234yf Isopentane 79.18/20.82 16.4 18.8 2.34 48.10
R-1234yf Neopentane  53.97/46.03 12.6 14.4 2.35 48.73
R-1234yf Hexane 97.21/2.79 9.3 12.9 1.97 24.68
R-1234yf Isohexane 90.98/9.02 194 23.5 2.19 38.61

(*) RV denotes relative variation of overall efficiency with respect to R-1234yf

Fig. 10 shows the hot and cold composite curves for R-1234yf and the selected blend between
R-1234yf and R-245fa at its optimized mole fractions (Table 4) for ORC with configuration 3.
The glides in the HEXs are shown clearly for the selected binary blend (Fig. 10b); the condenser
composite curves are almost parallel, similarly to the boiler composite curves below water dew
point temperature. The cold water temperature from the condenser exit varies from 26.5°C using
R-1234yf as working fluid to 37.5°C using the selected binary blend as working fluid.
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Fig. 10. Hot and cold composite curves for: a) R-1234yf, b) Blend between R-1234yf & R-245fa
(51.1/48.9 % mol.) for ORC with configuration 3.
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Fig. 11 shows the effect of the selected binary blend on the overall efficiency compared to
R-245fa and R-1234yf along an evaporation pressure interval. The optimal overall efficiency of
the ORC increases from 1.52% (resp. 1.45%) using R-1234yf (resp. R-245fa) to 2.30% using the
defined binary blend. The improvement in the overall efficiency when using a blend instead of a
pure working fluid has been reported by [1] which pointed out that the temperature glide using
two and three component blends of siloxane at condensation can lead to more than 40%
reduction of the cooling tower blower power in comparison to pure fluids.
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Fig. 11. Overall efficiency vs. evap. pressure for ORC with configuration 3 using R-245fa,
R-1234yf and blend between R-1234yf & R-245fa (51.1/48.9 % mol.) as working fluids.

For ORC with configuration 2, the power of the cold water pump is the only auxiliary electrical
power consumptions; therefore a little glide in the HEXs will be sufficient (Table 5), and the
overall efficiency improvement is 4.67%.

Table 5. Binary blends as working fluid for ORC with configuration 2.

c C Optimal fractions Glide boiler  Glide condenser Noverat RV
' ? (C./Cs, % mol.) (K) (K) %) (%)

R-1234yf R-245fa 86.81/13.18 2.8 3.2 2.92 4.67

(*) RV denotes relative variation of overall efficiency with respect to R-1234yf

7. Conclusions

The effect of auxiliary electrical consumptions on ORC generating power from low-temperature
heat source was investigated. The studied heat source is characterized by an inlet temperature of
110°C and a water dew point temperature of 60°C. Results show that the auxiliary electrical
power consumptions of the cold water source for the condenser affect the ORC optimal
thermodynamic parameters (evaporation and condensation pressures, boiler superheat), the
working fluid selection and the ORC optimal overall efficiency. In order to reduce these
auxiliary consumptions, a defined binary blend between R-1234yf and R-245fa is proposed as
working fluid. For an ORC system using a cooling tower as cold water source for the condenser,
the proposed binary blend at its optimized mole fractions increases the overall efficiency by
around 46% at the optimal operating point compared to R-1234yf (pure working fluid). Further
investigations would be interesting to look the effects of varying the inlet and water dew point
temperatures of the heat source as well as the condensation temperature on the optimized mole
fraction of the selected binary blend. However, techno-economics constraints have to be included
in the optimization process. The heat exchangers are the critical components especially for dusty
gases cooled below the (acid) dew point in the exhaust and require high quality materials. As
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reported by [14], the blend working fluid leads to a reduction of turbine dimension and costs.
Nevertheless, as pointed out by [1], depending on fluid blend composition, important design
parameters like volume flow rate at the inlet of the turbine vary in a wide range and can affect
the turbine costs and material. Thus, a techno-economics analysis is very important after the
thermodynamically optimized configuration is set.
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Nomenclature

C  component

CT cooling tower

eff efficiency, %

Ex exergy, W

GWP Global Warming Potential
h specific enthalpy, J/kg
HEX heat exchanger

m mass flow rate, kg/s
mol molar

ODP Ozone Depletion Potential
P pressure, Pa

Q heat capacity, W

s specific entropy, J/(kg K)
T temperature, °C

W power, W

Greek symbols

h efficiency, %
Subscripts

cond condensation

cr critical

db drybulb

dp dew point

evap evaporation

ex exit

FG flue gases

in inlet

IS isentropic

max maximal
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nb normal boiling point
0 ambient

out outlet

r working fluid

wb wet bulb
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Abstract:

This paper presents waste heat recovery as a way to gain energy from the exhaust gases in a cement plant.
In a typical cement producing procedure, 25% of the total energy used is electricity and 75% is thermal
energy. However, the process is characterized by significant heat losses mainly by the flue gases and the
ambient air stream used for cooling down the clinker. About 35% - 40% of the process heat is lost by those
waste heat streams [8]. Approximately 26% of the heat input to the system is lost by dust, clinker discharge,
radiation from the kiln and pre-heater surfaces, and convection from the kiln and pre-heaters. A heat
recovery system could be used to increase the efficiency of the cement plant and thus lower the CO,
emissions. Moreover, it would reduce the amount of waste heat to the environment and lower the
temperature of the exhaust gases. Waste heat can be captured from combustion exhaust gases, heated
products, or heat losses from systems. This study aims at the identification of a best practice example for
energy utilization in an existing commercial cement production plant with a waste heat recovery system as a
new component. Two different methods will be examined, using the commercial software IPSEpro™ by
Simtech. Firstly, a water-steam Rankine cycle will be analyzed and then an Organic Rankine Cycle (ORC)
with an intermediate pressurized water circuit will also be investigated. Another aim of this paper is the
optimization of the working fluid, the maximum pressure and temperature of the two cycles as well as the
components arrangement, in terms of system efficiency and output power. Finally, an exergetic analysis is
done for both cycles.

Keywords:
ORC, waste heat recovery, exergy analysis, cement plant

1. Introduction

The cement industry is one of the major industrial emitters of greenhouse gases, particularly CO»
[1]. Cement production is an energy-intensive process and each tone of portland cement produced
releases approximately 1 tone of CO, [2]. The major part of the CO, emission from the production
of cement is released from the calcination of limestone (50%) and from the combustion of fuels
(40%). In addition, the EU has made a commitment to increase the 20 percent emissions target to 30
percent for the post Kyoto period if there are comparable targets from other developed countries
and adequate actions by developing countries [3]. This prospect is expected to impose a further
burden to the EU industry and the cement industry in particular which, representing more than 10%
of the world production [4], is quite vulnerable to the issue of carbon leakage [5].

The cement clinker production sector is a substantially energy intensive industry accounting for 50-
60% of the production costs [6] while is currently contributing about 5% to the global
anthropogenic emissions [7]. Thermal energy demands depend on the age of the plant and on the
specific process but ranges between 3000 and 6500 MJ/tone clinker. The average specific energy
consumption is about 2.95 GJ per ton of cement produced for well-equipped advanced kilns, while
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in some countries the consumption exceeds 5 GJ/ton. The electric energy demand ranges from 90 to
150 kWh per cement ton [4].

In a typical cement plant, 25% of the total energy used is electricity and 75% is thermal energy.
However, the process is characterized by significant heat losses mainly by the flue gases and the
ambient air stream used for cooling down the clinker. About 35% - 40% of the process heat is lost
by those waste heat streams [8]. Approximately 26% of the heat input to the system is lost by dust,
clinker discharge, radiation from the kiln and pre-heater surfaces, and convection from the kiln and
pre-heaters [9],[10],[11]. A heat recovery system could be used to increase the efficiency of the
cement plant and thus lower the CO, emissions. Moreover, it would reduce the amount of waste
heat to the environment and lower the temperature of the exhaust gases [12]. Waste heat can be
captured from combustion exhaust gases, heated products, or heat losses from systems [13].

Waste heat recovery systems are already in operation in various industries with success. In China,
Canada, the Gold Creek Power Plant [14] has a heat recovery system that produces 6.5MW power
using ORC technology. In India, the A.P. Cement Works with 4 MW and ORC technology. Another
cement industry that uses waste heat recovery is Heidelberger Zement AG Plant in Lengfurt
(Germany) [14] with 1.5 MW power and ORC technology. In addition to these industries, a new
waste heat recovery system is under construction in Rohrdorf (Germany) [15] with 6.8 MW power
and water-steam cycle technology.

This study aims at the identification of a best practice example for energy optimization in an
existing commercial cement production plant with waste heat utilization as a new component. Two
different methods will be examined in order to find which is more beneficial and more efficient for
a Cement industry. Firstly, a water-steam Rankine cycle will be analyzed. The basic characteristics
of this cycle are the two drums with 19 bar pressure and a maximum temperature of 350 °C. The
other is an Organic Rankine Cycle (ORC) in an indirect cycle with pressurized water at 30 bar. Part
of this study was the evaluation of several organic fluids. It was concluded that isopentane has the
optimum performance. Thus, any further analysis was carried out considering isopentane as the
organic working fluid of the ORC.

Many parameters were optimized in order to design the optimum thermodynamic cycle, in terms of
energetic and exergetic efficiency. Pressure and temperature are the most important parameters
regarding the efficiency of those systems. Also changes have been made in the arrangement of the
cycle and its different components in order to improve the efficiency and design an optimum
system. Aiming to define the cycle with the best performance, energy and exergy analysis will be
done in order to find the cycle with the highest thermal and exergetic efficiency.

2. Waste heat recovery

The identification of the waste heat sources in the cement industry is thus of high importance for the
improvement of the process efficiency. The two main waste heat sources are:

= The exhaust gases from the rotary kiln, which after passing through the raw material preheater
are at a temperature in the range of 380°C

= The waste heat from the clinker cooler, in the form of hot air, at an average temperature of about
360°C.

These waste heat sources can be efficiently used in a waste heat recovery system to produce
electricity. Usually, a waste heat recovery boiler is used to produce steam which drives a steam
turbine to generate electric power. The plant is then considered as a cogeneration plant, since two
products (electricity and cement) are provided through the same process.

The proposed heat recovery system is schematically shown in Fig. 1. As already discussed, there are
two waste heat sources that can be used for the production of steam. The exhaust gases from the
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rotary kiln (point 1), after preheating and pre-calcinating the raw material are available at a
temperature of about 380 °C This temperature depends on the number of the stages of the preheater.
A 4 stage preheater has exhaust gases at 300-380 °C , whilst a 5-6 stage preheater has exhaust gases
at 200-300°C [16]. After passing through the settling chamber for the necessary dust removal, it
enters heat recovery boiler 2 and superheated steam is produced. That is a typical procedure in a
cement plant heat recovery system. However, this is not the case with the second heat source. The
hot air from the clinker cooler (point 2) is available at an average temperature of about 360 °C.
During the cooling process of the clinker, the air can be taken from different points of the cooler
and thus at different temperatures. For example the exit 1a and 1b can be at a temperature of 500
and 300 °C respectively. This offers a number of advantages and can lead to higher system
efficiency. The high temperature stream can be used for the superheating of the steam and then it
can be mixed with the low temperature stream for the preheating and evaporation of the water. This
means that a higher final temperature can be reached and a higher efficiency of the process can be
achieved. Having conducted the superheating, stream l1a can be mixed with stream 1b. Exit 1c is
used for by-passing the heat exchanger when the heat recovery system is not in operation. The
selection of the points that the hot air will be drawn from the cooler as well as the respective mass
flows is of great importance for the design of the system. It is expected that the mass flow in exit 1b
will be much higher than in exit 1la. It is noted that the hot air stream goes through an ESP
(Electrostatic Precipitator) system before being released in the atmosphere, in order to remove the
particles.

For the current work, the exhaust gases with 96.71 Kg/s mass flow and 380 °C temperature are
investigated as a first heat source. This flow exits the system at a minimum temperature of 270 °C
as it has to be reused in the raw material mill. The other heat source, the hot air from the clinker
cooler, has an air mass flow rate of 42.91 Kg/s at a temperature of 360 °C.

Those aspects will be thoroughly investigated with the help of thermodynamic models and
simulations in order to choose the optimum combination and maximize the performance of the
system.
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Fig.1. Heat recovery system of a typical cement plant

For analyzing this system, thermal efficiency is defined as:
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where Pg is the electric power produced by the generator and Qquig IS the heat that the working fluid
absorbs from the heat sources.

The efficiency of the heat-exchangers system is defined by the following equation:
n _ Qfluid
HEx — A '

QHS
where Qus is the heat source energy.
The heat source consists of the exhaust gas and of the hot air and is calculated as the maximum
energy that the heat source can give to the working fluid. This is the sum of the available heat from
the exhaust gas and the hot air assuming that both streams in the exit are at ambient temperature.
However, this is not the case for the exhaust gas steam, as there is a 270 °C limit in the exit

temperature in order to be reused in the raw material mill. Therefore, the exhaust gas heat is fully
utilized taking into account the exit temperatures requirements. So Qus is calculated as:

N =

@)

QHS = ans + rﬁair ’ (hin - hambient)’ (3)
Finally, the system efficiency can be calculated as:
Nsystem = Mhex * Tl » (4)

3. WATER-STEAM CYCLE

The first cycle that will be examined in this paper is a water-steam Rankine cycle in order to
recover the waste heat from the cement industry process. The examined system and its
specifications are presented in Fig.2. The cycle’s maximum pressure is 19 bar at a maximum max
temperature of 350 °C at the inlet of the turbine and 0.06 bar at the exit of the turbine. The exhaust
steam of the turbine is condensed in the condenser and then pumped to the deaerator tank.
Simultaneously, some of the steam is extracted from the turbine at 1 bar in order to be used in the
deaeration process. After that, the condensate goes through the feed pump and enters the air
preheater where it is preheated to 200 °C. From that point, the feed water is separated into two
streams. The first stream is preheated, evaporated and superheated utilizing the energy from the
cooling air heat source. The other stream follows the same process utilizing the exhaust gas heat
source. Each steam generator system consists of a drum and two heat exchangers. Finally, the two
streams of superheated steam enter the steam turbine and the process is repeated. The main system
characteristics of the water-steam cycle are summarized in Table 1.

Table 1. System characteristics

System parameters

Turbine isentropic efficiency (%) 85.00
Turbine mechanical efficiency (%) 99.00
Pump isentropic efficiency (%) 70.00
Generator electrical efficiency (%) 98.00
Generator mechanical efficiency (%) 98.00
Environmental temperature (°C) 25.00
Environmental pressure ( bar) 1.013
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Fig.2. Heat Recovery system with water-steam cycle

At this point, it is necessary to explain the parameters of the Rankine cycle, taking into account that
the efficiency of the system increases with the increase of temperature and pressure in the inlet of
the turbine. Firstly, the maximum temperature of the superheated steam is set at 350 °C, 10 °C lower
than the cooling air inlet temperature. The other important parameter, which has a great influence
on the efficiency of the system, is the pressure at the inlet of the turbine which is set at 19 bar,
taking into consideration the pinch point in the Q-T diagram (Fig. 3).
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Fig.3. Q-T diagram for the water-steam cycle. a) Drum 1, b) Drum 2
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The intermediate pressure of the steam extraction from the turbine is set at 1 bar in order to regulate
the temperature of the cooling air at the exit at approximately 130 °C, which achieves optimum heat
recovery. The last pressure, the low pressure, is about 0.06 bar, a low value in order to gain more
work from the turbine. Finally it should be noted that the temperature after the air preheater is 200
°C, 10 °C lower than the boiling point at 19 bar, which is 210 °C. The thermodynamic diagram T-S

(Fig.4) presents the complete and its parameters are summarized in Table 2.

Table 2: Water-steam cycle points

400.0

350.0 - 04
300.0 - Point P (bar) T(°C) h (kJ/kg)
2500 - 2 i 1 1.00 99.61  417.40
£ 2000 1 2 19.00 20981  896.90
1500 4 / 3 19.00 209.81 2797.30
100.0 - O 5 4 19.00 350.00 3139.70
50.0 /76 5 1.00 99.61 2626.10
5 | | | O6 6 006 36.20 2286.00
0 2.0 40 6.0 8.0 7 006  36.20 143.15

s{KJ/KgK)

Fig. 4. Water-steam thermodynamic cycle

4. Organic Rankine Cycle

Another way to recover the waste heat from a cement plant is an indirect ORC. The ORC is used in
low-temperature energy sources, because of the low critical point of the organic fluids. In this
paper, 4 different organic fluids were examined in order to choose the most appropriate working
fluid regarding the thermodynamic performance for the given temperature limits. As it can be seen
in Fig.5, isopentane is the working fluid with the maximum system efficiency and thus it was
selected as the working fluid for the ORC. Other parameters such as the price of the organic fluid
and the energy consumption for its production were not taken into consideration.

20.0 +
18.0 + 17.32% 17.56%
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o,
140 - 12.83% 13.84%
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10.0 -
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0 — .

R245fa neopentane pentane isopentane
Organic fluids

efficiency (%)

Fig.5. Comparison of different organic fluids
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In an ORC heat recovery system there is an intermediate heat transfer fluid in order to transfer the
heat from the heat sources to the working fluid through heat exchangers. This is necessary for safety
reasons, as many organic fluids are inflammable and in case of failure of the heat exchanger the hot
medium of the heat source and the organic fluid would get in contact resulting in an explosion. The
heat transfer fluid should remain in liquid state and thus pressurized water at 30 bar is ideal for this
use. It is important not to have steam, because steam is not able to transfer the heat to the organic
fluid as effectively as water. The system is presented in Fig. 6.
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Fig.6. Heat Recovery system with ORC

There are two different circuits, one with pressurized water and one with the working fluid. The
first one absorbs heat from the exhaust gas and from the cooling air, with two heat exchangers, in
order to transfer this heat to the organic fluid. The water circuit operates between 220 °C and 125
°C, which is lower than the exit of the cooling air in the atmosphere. The energy passes from water
to the working fluid through the heat exchangers, which are the preheater, the evaporator and the
superheater. At the inlet of the turbine, the organic medium has a maximum temperature and
pressure of 185 °C and 30 bar respectively. The turbine exhaust steam goes through the regenerator,
before going to the condenser, in order to preheat the working fluid. That way the system rejects
less energy to the environment through the condenser. After the regenerator, the working fluid
continues to the water heat exchangers and the cycle closes. The system operating parameters,
concerning the machinery efficiencies and ambient conditions, remain the same as in water steam
cycle (Table 1). These thermodynamic procedures can be seen in the T-s diagram (Fig. 7).
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Table 3. ORC points

Point P (bar) T(°C) h(kJ/kg)

1 30 77.1 -223.0

£ 2 30 1795 94.9
" 3 30 179.5 201.4
4 30 184.4 228.0

/7{ 5 1.4 97.4 127.4

. : : o , 6 14 46.9 31.0
-1.69/ -1.10 -.60 -.10 40 7 1.4 35.5 -326.1

s(KJ/Kgky>0-0 -

Fig 7. T-S process diagram for isopentane

The parameters of points 1-7 are given in Table 3. It is important to note that the mass flow rate of
the water is 52.67 kg/s and of isopentane 48.71 kg/sec. The Q-T diagram that shows the heat
exchange procedure is presented in Fig. 8.
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Fig 8. Q-T diagram for the ORC

As it is shown in Fig. 9, there are two pinch points in the Q-T diagram, the first one between
pressurized water and isopentane (a) at 15 °C and the second between pressurized water and cooling
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air (b) at 5 °C. Point b is the most important among them, because it is determines the exit
temperature of hot air, which was optimized at 130 °C.

5. EXERGETIC ANALYSIS

After the energy analysis of the systems, an exergy analysis is the next step in this paper. Exergy
analysis is a very useful tool for analyzing thermodynamic systems, as it is possible to determine
the maximum performance of the system and to find the components in which exergy loss occurs.
So, the performance of the system can be optimized by minimizing the exergy losses [17], taking
also into consideration economic factors.

First of all, some theoretical points will be stated. Exergy is the maximum amount of work that can
be produced by a system when a heat stream is brought to equilibrium in relation to a reference
environment which is at reference conditions (p,=1.013 bar, T,=298 K) and consists of reference
components. In this paper, the molar physical exergy is considered:

E=N-g,, (5)

where N(mol s™) is the molar flow. Other forms of exergy, such as potential, kinetic and chemical
were ignored in this work. The calculation of molar physic energy is a result of the use of 4
thermodynamic properties which are the temperature (T), the pressure (p), the enthalpy (h) and the
entropy (s) and the expression that gives the physical exergy is the following:

£g =(n=h,)-T,(s-s,). (6)
All the parameters of this equation are calculated for every stream by the simulation program
IPSEpro™.

Moreover, the exergy value of power output EV is equal to the power. The exergy losses due to
mechanical and electrical inefficiencies were taken in consideration but the heat losses of the
system units were ignored. Both energy losses and exergy destruction have been summed under the
term of irreversibilities, symbolized as IR. Taking an exergy balance in a control volume, gives the
following expression:

Z Ei,in = z Ei,out + z Ei,losses +IR ! (7)

For the system, an exergetic efficiency can be defined as:

77 — Z Ei,out
* ZEi,in ’
with XE; i, and ZE; o« be defined properly for each system describing exactly the amount of exergy

that the system consumes to produce useful products. More specifically, XE;qy in this system
concerns only the power of the generator.

(8)

6. Results

The two cycles were simulated with IPSEpro™ .The water-steam cycle has a system efficiency of
23.58% producing 6.26 MW electric power, whilst the ORC has a thermal efficiency of 17.56%
producing 4.66MW electric power. More specifically, the system with water-steam cycle has the
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thermal efficiency and the heat exchangers efficiency 28.53% and 82.7% respectively and for the
system with ORC has 21.23% and 82.7%.

The other thermodynamic tool that is used for the comparison of the cycles is the exergy analysis.
After the analysis with IPSEpro™, exergy efficiencies were calculated at 32.56% for the water-
steam cycle and at 24.00% for the ORC. Once more, it is shown that the water-steam cycle has a
better performance in these conditions. The main reason for this result is the higher maximum
temperature of the water-steam cycle which results in more work produced by the turbine and the
existence of the intermediate pressurized water circuit in the ORC, which causes additional exergy
losses.

Another way to determine the most efficient system is to compare the Q-T diagrams (Fig. 3, 8).
This can be done by comparing the area between the lines of the heat source and the working fluid.
In the ORC, this area is bigger, which means that the exergy destruction is higher and the
performance of the system deteriorates. The reasons for this are the use of pressurized water and the
lower critical point of the isopentane in comparison to water’s.

All the results of the exergy analysis are summarized in Table 4. For the water-steam cycle it is
clear that the main exergy loss is the gas exhaust (Table 4a) because of the high exit temperature
(270 °C) of the exhaust gas, which is a restriction imposed by the production process of the cement
plant. The next major exergy waste is located in the two heat exchangers that operate as
evaporators. For the ORC, the main exergy loss is also located in the gas exhaust (Table 4b) and in
the two heat exchangers.

Another useful tool for the exergetic comparison of the two systems is the Grassmann diagrams
which are presented in Fig. 9 and 10 for the water-steam and the ORC system respectively. From
these diagrams it is clear that the main reason which makes the water-steam system more efficient is
the lower exergy losses in the heat exchangers. More specifically, the water-steam system has
21.8% losses compared to 26.7% of the ORC system.

Table 4. Exergy balance for the heat recovery systems a) water-steam cycle, b) ORC

a)Water-steam b) ORC

Component £(%) IR (kW) IR (%) Component (%) IR (kW) IR (%)
Turbine 1 87.6 595 3.10 Turbine 1 87.4 671 3.48
Turbine 2 85.5 428 2.23 Regenerator 71.6 185 0.98
Gas superheater 79.6 259 1.35 Preheater 83.3 834 4.34
Gas evaporator 63.2 2296 11.95 Evaporator 90.7 184 0.97
Air preheater 74.9 274 1.43 Superheater 87.9 64 0.33
Air evaporator 63.3 1317 6.85 Gas heat exchanger 60.7 2765 14.38
Air superheater 77.1 318 1.65 Air heat exchanger 55.8 2373 12.34
Pump 75.3 12 0.06 Pump 70.6 128 0.67
Deaerator 160 0.83 Condenser 670 3.48
Drum 1 25 0.13

Drum 2 30 0.16

Condenser 515 2.67

Exergy losses (kW) (%) Exergy losses (kW) (%)
Gas exhaust 6292 32.74 Gas exhaust 6292 32.74
Air exhaust 440 2.29 Air exhaust 440 2.29
Products exergy (kW) (%) Products exergy (kW) (%)
Power 6258 32.56 Power 4613 24.00
Total 19219  100.00 Total 19219 100.00
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After the comparison of those two heat recovery systems, it is useful to suggest further possible
solutions and changes that could increase the efficiency but may have larger capital cost. For the
water-steam cycle, which is the most efficient solution, a further preheating is possible to be done.
More specifically, the hot air from point 2ca (Fig. 2) can be utilized to preheat the water in point 7
in order to provide more heat to the system. This change improves the nuex but reduces the nm.
However, the total system efficiency is improved. The comparison of the efficiencies is shown in
Fig. 11.
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Fig. 11. Comparison of water-steam cycles

After analyzing the performance of the two systems, it is possible to make an estimation of the
avoided CO; emissions. According to the energy mix of Greece, an average of 0.85 tones of CO,
are emitted per produced MWhe. In addition it is assumed that the cement plant has an annual
operation time of 7000 hours and that all the energy produced by the heat recovery system is either
consumed by the plant itself or delivered to the national power grid. The results for the ORC and for
the water-steam cycle are shown in Table 5.

Table.5. Avoided annual CO; emissions of the two systems

WATER ORC
CYCLE
POWER (MW) 6.26 4.66
AVOIDED CO, (tnfa) 37,247 27,727

It is clear that a significant amount of CO;, can be annually avoided, for any of the two cases
considered.

7. Conclusions

Waste heat recovery is feasible for a cement industry and it can offer about 6MW of electric power
for a typical cement plant. The preheater and clinker cooler exhaust gases are the heat sources for
the heat recovery systems. Two different cycles were investigated; a water-steam cycle and an ORC
with isopentane as working fluid. The energy and exergy analysis proved that the water steam-cycle
has better performance with a system efficiency of 23.58% compared to 17.56% of the ORC.
Conclusively, the most suitable cycle for a heat source at a temperature greater than 350 °C is the
water steam cycle. By the exergy analysis conducted it is shown that the cycle with the lower
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exergy efficiency has the worst performance. The main reason for the lower efficiency of the ORC
is its lower maximum temperature compared to the maximum temperature of the water steam-cycle.
It is important to recommend that the exergy efficiency is higher than system efficiency. The reason
for this is the way that the system efficiency has been determined in this paper. Finally the water —
steam cycle can be further improved reaching 24.58% system efficiency by utilizing the high
exhaust temperature of the cooling air in order to preheat the condensates before enter the feed tank.

At this point it should be noted that even though there are many existing heat recovery systems that
use the ORC technology, this study concludes that the water-steam cycle is the more efficient
solution. This is a result of the relatively high temperature level of the heat source which is over 350
°C. In this case, the higher critical temperature and pressure of water provide increased efficiency
compared to organic fluids. In this study, the temperature of the waste heat sources is high due to
the low efficiency of the production procedure of the cement plant considered. It is obvious, that in
the case of a newer cement plant with higher efficiencies, the ORC may be more advantageous than
the water steam recovery cycle. Higher efficient cement plants have lower exhaust gas temperature
and a calculation performed has proven that if the exhaust gas temperature is lower than 310 °C,
ORC heat recovery systems are more efficient.

Finally it should be stressed that energy and exergy analysis gives results concerning system
efficiency and the presented results will be helpful in further processes development. A techno
economic analysis of each process should be implemented in order to provide the most feasible
solution also from economical view.

Nomenclature

E Total exergy of material stream, W

EW Work of power output, W

h Enthalpy of stream, J kg™

ho Standard enthalpy at environmental conditions, J kg™
IR Irreversibilities of process, W

Mair Mass flow of cooling air

N Mole flow rate, mole s

Pel Power from generator, W

p Standard pressure, bar

Po Standard pressure, bar

Qfluid Heat transferred to working fluid, W

Qgas Heat from the flue gases of the rotary kiln
Qus Heat source energy, W

S Entropy of stream

So Standard entropy at environmental conditions
T Temperature, K

To Standard temperature, K

Xi Mole fraction of component i

Greek symbols

€ph Specific physical exergy of material stream, J -mol™
MHEX Heat-exchangers efficiency

Nsystem System efficiency

Nth Thermal efficiency

C Exergy efficiency of component

Subscripts and superscripts

ex Exergetic

in Input
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out Output
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Abstract:

The characteristics of modern society, such as increased consumer needs in combination with important
environmental issues concerning the conservation of a healthy standard of living, have resulted in the
emergence of new solutions and ideas aiming to a more environmentally friendly energy production. The low
efficiency of old electricity generation units in Greece in combination with the low quality and heating value of
the Greek lignite can be well suited to the technological concept of repowering. Moreover, the high levels of
emissions produced from lignite combustion make the repowering concept even more interesting in order to
reduce emissions and comply with the national and international environmental regulations. Several
configurations can be applied in order to repower existing power plants to combined cycles. The main idea is
to install natural gas-fired gas turbines in parallel operation with existing lignite power plants in order to
increase the efficiency and the electricity generation. The paper deals with three basic scenarios. In the first
scenario, the exhaust gases of the gas turbine are utilized for preheating the boiler feedwater of the lignite
plant. In the second scenario, boiler feedwater is evaporated and superheated from the exhaust gases of the
gas turbine in a heat recovery steam generator for further power generation. The third scenario is a
combination of the first two scenarios. The performance of these configurations is examined energetically

and exergetically under the consideration of enhancing the energy production and reducing lignite
consumption. Finally, an economic evaluation of the selected scenarios is presented and discussed.

Keywords:
Repowering, lignite-fired power plants, energy and exergy analysis, economics

1. Introduction

The increased consumer needs required by modern society, along with the environmental
restrictions having been set in order to maintain a satisfactory level of living, demand the
application of alternative and environmentally friendly energy sources. However, for many decades,
most countries have based their electricity generation in fossil fuel power plants. The majority of
these plants is still in operation and holds a major role in energy production. Consequently, the need
of improving and upgrading the operation and the efficiency of these old power plants is important
in order to keep up with the current standards.

More especially, in Greece, a major part of the electricity generation is dependent on lignite power
plants. Lignite is the main natural resource in the country. However, the quality and the heating
value of the extracted Greek lignite is low, due mainly to the high levels of moisture contained in
the fuel. Concerning also the fact that several of the existing power plants are old units that have
been in commercial operation for 2-3 decades, the low efficiency of these plants causes important
economic losses and environmental issues that have to be solved. Instead of replacing the old power
plants before the end of their expected life, repowering of these plants seems to be the most
economically viable solution.

The repowering idea is an attractive perspective, not only for increasing the age limit of a power
plant, but also for increasing the total energy output of the plant. The main targets of repowering are
summarized as follows:
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= increasing the efficiency and the power output of the plant

= increasing the age limit of the plant

= increasing the availability and reducing the operating cost of the plant
= increasing the flexibility of the plant

= reducing emissions

The concept of repowering is to set a bottoming cycle (BC) with a topping cycle (TC) in combined
cycle operation. In the present paper, a natural gas-fired gas turbine plant is assumed as TC and a
lignite power plant as BC. In the literature [1-3], [7, 8], [10], the most commonly used terms of
repowering configurations are “fired/fully fired” and *“parallel powered/compound”. In the
fired/fully fired configuration, the GT exhaust is used as oxygen carrier in the burner of the steam-
based plant. On the other hand, in “parallel powered/ compound” configuration the energy of the
GT exhaust is provided to the water/steam side of the BC.

Many combined cycle configurations are technically feasible and have been proposed and applied
throughout the years in existing power plants in order to make them equally productive as a modern
plant. In Hemweg, Amsterdam, the natural gas-fired unit 7 was repowered by applying a
combination of fully-fired and parallel repowering configuration, achieving an efficiency of 45.6%
[23]. In LageWeide (Holland), in the natural gas-fired unit 5, a fully-fired configuration was applied
and increased the overall efficiency by 4.7%. In Bilbao (Spain), the Zabalgarbi plant, which is fired
with Municipal Solid Waste, was parallel-repowered, achieving an overall efficiency of 41% [15].
In Gersteinwerk (Germany), the brown coal-fired unit K was repowered with a fully-fired
configuration. The efficiency was improved from 36.6% to 41% [13]. More case studies for
repowering older coal-fired plants have been proposed throughout the years [1], [4-11] and some
general presentations of combined cycle plants can be found in [16-18].

This paper presents a thermodynamic performance analysis of two Greek power plants for various
combined cycle configurations, including energetic and exergetic calculations. The main goal has
been the optimization of the overall performance in terms of electric efficiency and power
production of each cycle configuration. All configurations were simulated using the commercial
thermodynamic cycle simulation software GateCycle [19]. Furthermore, an economic investigation
was carried out concerning the implementation of these configurations in current power plants. The
viability of such a project is evaluated under both thermodynamic and economic considerations.

2. Repowering Configurations

The process of repowering is being applied to two Greek lignite power plants. This selection is
based on the most important operational characteristics; their age limit and the power production.
More specifically, the repowering process should be applied to power plants that are not very close
to their predicted age limit, so that there is a remaining life of the plant to enable pay-back of the
investment for repowering.

In the present study, the units were selected according to their power output in order to represent an
average Greek power plant. In Greece, the vast percentage of the power plants is between 300 and
330MW. Considering these parameters, unit 4 of Megalopoli Power Plant and the Florina Power
Plant have been selected as a representative sample of a 300MW and a 330 MW power plant,
respectively. Moreover, these units are not close to their age limit since they can stay in operation
for at least 15 more years.

From a thermodynamic and operating point of view, these units have similar characteristics with a
steam production of 910-956 t/h. The basic steam parameters (Table 1) have been kept similar in all
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configurations in order to establish a common basis of comparison. A simplified layout of the
selected plants is provided (Reference Case- Fig. 1).

The same gas turbine [4] was selected in all configurations and the main goal was to achieve the
lowest possible exhaust gas temperature exiting to the atmosphere (minimum stack temperature
90°C) and in view of having directly comparable economic results. The selected gas turbine has an
electric efficiency of 32%, a net power output of 104 MW, an air flow rate of 337.5 kg/s, an exhaust
gas flow rate of 400 kg/s and an exhaust gas temperature of 540°C at 1ISO conditions, in simple
cycle mode. Taking into consideration the natural gas availability in Greece, the gas which is used

as fuel in the GT has been assumed as a mixture of Algerian and Russian natural gas with a lower
heating value of 47,500 kJ/kg.

Table 1. Main parameters of Megalopoli and Florina Power Plant

Parameters Values

Fuel Lignite

Turbine inlet 540 °C, 170 bar

Reheat steam 535 °C, 38 bar

Evaporator pressure 186 bar

Condenser pressure 0.059 bar

Feedwater preheaters 8 (7 + dearator)

Final Feedwater temperature (ECO inlet) 260 °C

Exhaust gas temperature 156 °C

Gross electric output 300 MW (Megalopoli), 330 MW (Florina)
Fuel input 192.2 kg/s (Megalopoli), 100.5 kg/s (Florina)
Lower Heating Value of fuel 4200 kJ/kg (Megalopoli), 7980 kJ/kg (Florina)
Net electric efficiency 34% (Megalopoli), 37.2% (Florina)
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from Boiler
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-
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—
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Fig. 1. Simplified schematic of a lignite power plant (Reference Case).

Three different combined cycle configurations were considered (Figs 2-4).

Case 1 refers to parallel repowering of the reference case plant and this method is known as
boosting. In this scenario, the GT exhaust gases are utilized in order to substitute all the feedwater
steam preheaters. By cutting the steam extractions that were previously used for preheating the
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feedwater, it is now possible to exploit the total amount of the produced steam only for power
generation purposes, thus increasing the electric power production (Fig. 2).

Case 2, is a parallel repowering configuration. A part of the boiler feedwater is fed to a Heat
Recovery Steam Generator (HRSG) section, where it is evaporated and superheated using the waste
heat of the GT exhaust. The superheated steam (537 °C, 38 bar) is mixed with the main steam flow
upstream the low pressure steam turbine of the reference plant. The gain from this modification lies
in the reduced steam extractions for feedwater preheating and the lower lignite consumption in the
boiler (Fig. 3).

Finally, Case 3 is a combination of certain characteristics of Case 1 and Case 2. Taking advantage
of the waste heat of the exhaust gases that exit the HRSG section at 200 °C after having completed
the Case 2 scenario, it is possible to further exploit them in preheating the feedwater. In this way,
two out of the seven low pressure steam preheaters were substituted and the feedwater is fed to a
heat exchanger. The feedwater is heated up to 160°C and the GT gases are exhausted to the
atmosphere at 90 °C (Fig. 4).

Considering that the selected power plants are actually operating and aiming to minimize the cost of
the repowering process, the existing steam turbines were considered to remain in use in the
repowered plant in order to avoid the extra cost of adding new steam turbines. In this respect, the
steam flow through the turbines was kept within the operational limits of the existing turbines by
adjusting the lignite combustion in the boiler (boiler operating at part load).
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Fig. 2. Simplified schematic of a parallel-repowered combined cycle (boosting) with feedwater
preheating from the gas turbine exhaust.

131



Air

Fig. 3.

Exhaust Gas

from Boiler

=>

-

Lignite

Steam

Exhaust Gas

HRSG

from GT

>

generation from the gas turbine exhaust (single pressure HRSG section).

V]

Air

-

Air

|

Lignite

Matural
Gas

<

Exhaust Gas
from Boiler

Simplified schematic of a parallel-repowered combined cycle with parallel steam

Exhaust Gas

HRSG

from GT

-

HX

Fig. 4. Simplified schematic of the combination of Case 1 and Case 2. Parallel steam generation
(at single pressure level) and feedwater preheating from the gas turbine exhaust.

132



3. Performance evaluation

3.1 Energetic analysis & results

The results of the proposed configurations are examined in terms of efficiency. Generally, electric
efficiency is defined as the ratio of the energy output to the energy input. For a power plant, electric
efficiency is defined as the ratio of the net power output to the fuel energy input.

_ Pq
et = Q el , (1)
where
Q.fual = Miignite LHViignite (W) 2).

In the case of a combined cycle, the electric efficiency is calculated using the equation:

_ Prc + Ppe
Qrc + Qs (3)

7
gL

where Qrc, Qzc are the fuel energy inputs in the topping and bottoming cycle, respectively. In the
current cases, the bottoming cycle refers to the lignite power plant (25c = MuignicsLHViignize ) and

the topping cycle refers to the gas turbine unit, (Yrc = MweLlHVye). The results showing the fuel
input, power output and overall plant efficiencies for each case are presented in Tables 2-3.

The installation of a gas turbine in parallel operation of a lignite power plant enhances significantly
the efficiency and the power output of the plant. At the Megalopoli 4 Power Plant, the net efficiency
of the combined cycle, based on LHV, was improved from 34% for the reference case to 36.6% for
Case 1, to 34.8% for Case 2 and to 35.4% for Case 3. At the Florina Power Plant, the net efficiency
is increased from 37.2% for the reference case up to 39.8% for Case 1, to 38.9% for Case 2 and to
39.4% for Case 3. Moreover, in all three cases an increase in the power output of the lignite plants
was observed.

Case 1, where the feedwater is preheated using the waste heat of the GT exhaust, seems to be the
most effective scenario. Despite the fact that the final power output of Case 2 is the greatest among
all three cases, the efficiency has been improved only by 0.8% and 1.7% at the Megalopoli and
Florina Power Plant, respectively.

A second approach of studying these configurations [9], [12-14] is to evaluate the bottoming cycles,
instead of evaluating the combined cycles, aiming to establish a common base of comparison
between the current operation and the repowering estimations. The bottoming cycle and the lignite
burner remain unchanged in the repowering process. In this way, a more fair comparison can be
conducted in terms of efficiency. The electric efficiency based on the bottoming fuel is given by the
following equation:

TOT 6T
_ B By
Npe = = ————= —

qua! +Q.GE3, (4)

where Qrust , Qcas is the energy given to the bottoming cycle through the fuel (lignite) and through

the gas turbine exhaust gases (Qrust ="uignicelHViignics Qoas = Meast4T ) Equation (4)
calculates the amount of the power output from the overall combined cycle that corresponds to the
bottoming cycle.

133



Table 2. Summary Results for the Megalopoli Power Plant

Reference Case 1 Case 2 Case 3
Case
Fuel input (MW)
Lignite 807.2 546.0 646.9 588.0
Natural Gas - 318.2 318.2 318.2
Total 807.2 864.2 965.1 906.2
Lignite share (%) 100 63.2 67.0 64.8
Natural Gas share (%) - 36.8 33.0 35.2
Net Power output (MW)
Steam Turbine 265 206 231 216
Gas turbine - 104 104 104
Total 265 310 335 320
Electric Efficiency (%)
Efficiency ofthe CC (%) - 36.6 34.8 354
Efficiency of the BC (%) 34.0 29.7 27.1 27.3
Table 3. Summarized Results for the Florina Power Plant
Reference Case 1 Case 2 Case 3
Case
Fuel input (MW)
Lignite 804.0 520.0 680.0 640.0
Natural Gas - 318.2 318.2 318.2
Total 804.0 838.2 998.2 958.2
Lignite share (%) 100.0 63.2 68.1 66.8
Natural Gas share (%) - 36.8 31.9 33.2
Net Power output (MW)
Steam Turbine 298 246 286 273
Gas turbine - 104 104 104
Total 298 350 390 377
Electric Efficiency (%)
Efficiency of the CC (%) - 39.8 38.9 39.4
Efficiency of the BC (%) 37.2 36.4 34.3 34.9
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31.2%
Natural Gas

1.2%
Radiation
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2.8%

Aux & BOP

Losses

=,

0.4%
Generator
Losses

14.4%
Exhaust Gas
Losses

43.7%
Condenser

9.4%
Net Power from GT

28.1%
Net Power from ST

Fig. 5. Sankey diagram of Case 1 for the Megalopoli Power Plant.



All calculated lignite-based efficiencies were reduced compared to the efficiency of the current
lignite power plant, which is an expected result because of the part load operation of the boiler. For
the more effective scenario, Case 1, a Sankey diagram is provided in Fig. 5 for the Megalopoli
Power Plant.

According to Fig. 5, the maximum energy losses are observed in the condenser. Moreover, there is a
large amount of energy loss in the stack where the exhaust gases exit to the atmosphere.

3.2 Exergetic analysis

The exergy of a system is the maximum work done by the system during a transformation which
brings it into equilibrium with its surroundings. Exergy does not generally follow the law of
conservation as energy does, but it is destructed inside the system. Exergy destruction is the
measure of irreversibility that is the source of performance loss. Therefore, an exergy analysis
assessing the magnitude of exergy destruction identifies the location, the magnitude and the source
of thermodynamic inefficiencies in a thermal system. The exergy of a material stream is given as
the sum of physical, chemical, kinetic and potential exergy:

F = FFi ¥+ E&N i EFT + EcH (VV) (5)

Considering a system at rest, relatively to the environment (po= 1,01325bar, Ty=273,15K),
EXN EPT are omitted and EF# E® are the maximum theoretical useful work obtainable as the
system passes from its initial state (T, p) to the zero state (To, po). The physical exergy of a system
at a specific state is given by the expression:

EPH =mm[h—hg—Tols —s0)] (W), (6)

where enthalpy (kJ/kmol), entropy (kJ/kmol-K), mass flow (kg/s) and temperature (K) are provided
from the heat balance software package, GateCycle. For the special case of an ideal gas, physical
exergy is calculated with the equation:

i (=T~ ToG —50)
M , (7)

EEH —

where M is the molecular weight and &, ke, 5, 5o parameters are calculated based on the method
that is described in “Thermal Design and optimization” by Adrian Bejan et. al. [22]. Chemical
exergy is the exergy component associated with the departure of the chemical composition of a
system from the environment. The chemical exergy is obtained when the components of the energy
carrier are first converted to reference compounds and then diffuse into the environment, which is in
reference state.

For a gaseous stream, the molar chemical exergy is given by the following equation:

—rH _ —CH o
gttt = Zxkek +RTankEnxk dkmol) @)

where Xx is the mole fraction of k component in the gas mixture, i (kJ/lkmol) the standard
chemical exergy values for each component k, assuming a reference atmospheric composition given

by Kotas [20] and R is the ideal gas constant (8.314 kJ-kmol*-K). The chemical exergy of lignite
was calculated with the help of the statistical ¥ correlation, proposed by Szargut [21]:
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Eﬁgm.m = {LHVHgnira + 2442 . w}fpg + 9417 -5 (kd/kg), )
where S is the sulfide included in the fuel.

Considering a system at steady rate, in terms of exergy, the rates at which the fuel is supplied and
the product is generated are Er and Er. An exergy rate balance for the system is:

Er = Ep + Ep + EL (W), (10)

where Ep and Er denote the rates of exergy destruction and exergy loss, respectively. Exergy losses
due to mechanical and electrical inefficiencies were taken into account but heat losses of the
different units of the systems were neglected.

Exergetic efficiency is defined as:
_Ep_, Ep+E
Er Er (12).

£

Ep, Er are defined properly for each system to describe exactly the amount of exergy that the
system consumes to produce useful products. Exergy rate of a power output £* | equals the power
itself. The exergetic efficiency of the combined plants was calculated by the following equation:

P_‘.'I' + PGI’

F=—————
Eiignite + Enc (12)

3.2.1 Exergetic Results

In all the examined scenarios, the exergy analysis has shown an increase in the total exergetic
efficiency (Table 4). More specifically, at the Megalopoli Power Plant the total exergetic efficiency
was enhanced up to 31-34%. The best exergy result was obtained for Case 1, where efficiency is
increased from 28.2% to 33.7%. At the Florina Power Plant, a similar efficiency behavior is
observed and the most effective scenario is again Case 1, where the exergetic efficiency is improved
significantly compared to the reference case.

Table 4. Exergetic efficiencies for all scenarios

Reference Case l Case 2 Case 3
Case
Megalopoli Power Plant
(%) 28.2 33.7 314 31.6
Florina Power Plant
(%) 32.6 36.9 35.8 36.1

For a more detailed overview of the exergy flow and the exergy destruction, Grassmann diagrams
for the Megalopoli Power Plant are provided in Figs 6-8.The exergy rates are given as a percentage
of the total fuel input.

In Fig. 6 the exergy of the boiler feedwater is increased, utilizing the exergy of the GT exhaust gas.
The boiler is fed with a higher exergy than in the reference case. The exergy of the steam, used to
preheat the boiler feedwater, improves the power generation achieving a better efficiency of the
overall plant.
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4. Economic evaluation

An economic evaluation of the proposed repowering configurations has also been performed. The
investment costs comprise the GT cost, where a specific price of 400 €/kW has been assumed and
the cost for the rest of the equipment (heat exchangers, HRSG’s and piping). The total investment
costs are estimated to 50, 55 and 60 M€ for repowering cases 1, 2 and 3 respectively, both for the
Megalopoli and Florina units, for an amortization period of 10 years and an interest of 10%. Lignite
costs are assumed 2.4 and 1 €/GJ for the Megalopoli and Florina unit respectively, while natural gas
cost is taken as 10 €/GJ. Operating and maintenance variable costs are 1 €/ MWh for the lignite
power plants and 1.4 €/ MWh for the repowered combined cycle plants, while CO; emission costs
are assumed 10 €/tn. Since unit 4 of the Megalopoli Power Plant is quite old, full depreciation of the
lignite plant is assumed, while for the Florina plant, depreciation costs are taken into account for the
20 year period of investment. Finally, it is assumed that both power plants are operated at base load
before and after repowering process, for 7,500 hours full-load hours per year. Taking into account
the above mentioned economic considerations, Table 5 tabulates analytically the individual costs
concluding to the electricity generation costs of the combined cycle for the Megalopoli Power Plant.
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Table 5. Cost Analysis for the Megalopoli Power Plant

Reference Case Case 1 Case 2 Case 3

Power Generation (MWh) 1,987,500 2,370,000 2,512,500 2,400,000
Lignite Consumption (GJ) 21,795,480 14,742,000 16,783,200 15,876,000
Natural Gas Consumption (GJ) 0 8,592,750 8,592,750 8,592,750
Emissions (tn) 3,040,848 1,958,643 2,178,367 2,063,727
Capital Costs (€) 0 8,137,269 8,950,996 9,764,723
Fuel Costs (€) 52,309,152 121,308,300 126,207,180 124,029,900
O&M Costs (€) 1,987,500 3,318,000 3,517,500 3,360,000
CO; Emission Costs (€) 30,408,485 19,586,433 21,783,674 20,637,267
Total Costs (€) 84,705,137 152,350,002 160,459,351 157,791,890
Electricity Generation Costs 126 643 63.9 65.7

(E/MWh)

In order to investigate the operation load of the repowering scenarios, a natural gas-fired combined
cycle unit has been assumed. Taking into consideration that in Greece the vast percentage of these
units are 400-430 MW (gross power output), a 400 MW unit is being selected for further
investigation. The total investment costs are estimated to 600 €/KW, natural gas cost to 10 €/GJ and
CO;, emission costs to 10 €/tn, just like in the repowering options. Finally, the operating and
maintenance variable costs are considered 1.4 €/ MWh for 5,000 operating hours of the combined
cycle unit. The final electricity generation costs of a natural gas-fired combined cycle unitare up to
86.6 €/MWh. Simultaneously, for a more analytical economical approach, the variable operational
costs for each case are estimated. The estimation of the variable operating costs is based on the
operational and maintenance costs, the emission costs and the natural gas costs.

The final electricity generation costs and the variable costs of each repowering option for the

Megalopoli and Florina Power Plant and for the natural gas-fired combined cycle unit are provided
in Figs 9-10.
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Fig. 9. Electricity Generation & Variable Operating Costs for the Megalopoli Power Plant.
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Florina Power Plant
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Fig. 10. Electricity Generation & Variable Operating Costs for the Florina Power Plant.

For both power plants, repowering option 2 (Case 2) exhibits the lowest cost of electricity, in spite
of the fact that this case has the smallest efficiency among the other options, due to the highest
lignite consumption, as has been shown in section 3.1. Given that in all cases, the electricity
generation cost is significantly smaller than the cost of high-efficiency natural gas combined cycle
units operating in the Greek system (above 86.6 €/MWHh), it can be stated that the repowered units
incorporating a gas turbine will have priority in entering the grid, displacing natural gas combined
cycle units and thus will operate as base load units, as assumed. In order to further establish this
fact, a full simulation of the electricity system is required, which is not deemed necessary at this
level of analysis. Thus, it is established that repowering option 2 is the best option for the power
producer in terms of economic gain, providing the minimum cost of electricity generation and the
maximum additional capacity.

5. Conclusions

The current paper has presented a thermodynamic performance analysis of two Greek lignite-fired
power plants for various repowering configurations with the utilization of a natural gas fired gas
turbine. The main goal has been the optimization of the overall performance in terms of electric
efficiency and power production of each cycle configuration and economics.The thermodynamic
results have demonstrated that the 1% repowering option, where the feedwater is preheated using the
waste heat of the GT exhaust, is the most effective scenario in terms of efficiency, while the 2™
parallel repowering option, where part of the boiler feedwater is fed to a HRSG, to produce
superheated steam which is mixed with the main steam flow upstream the low pressure steam
turbine of the lignite plant, demonstrates the highest power output. The economic analysis has
demonstrated that the examined Case 2 achieves the lowest cost of electricity and is the best option
for the power producer in terms of economic gain, providing the minimum cost of electricity and
the maximum additional capacity.

NOMENCLATURE
LHV Lower Heating Value (kJ/Kg)

140



BC Bottoming Cycle

TC Topping Cycle

CcC Combined Cycle

h Mass flow

P Power output (MW)

HRSG Heat Recovery Steam Generator

GT Gas Turbine

ST Steam Turbine

Q Heat flow (MW)

NG Natural Gas

E Exergy flow (MW)

e Molar exergy (kJ/kmol)

h Enthalpy (kJ/kmol)

S Entropy (kJ/kg-K); Sulfur

T Temperature (K)

M Molecular weight (kg/lkmol)

R Ideal gas constant (kJ/kmol-K)

w Water

BFW Boiler Feedwater

Greek symbols

n Electrical efficiency

e Exergetic efficiency

Pr Statistical correlation

Subscripts and superscripts

PH Physical

KN Kinetic

PT Potential

CH Chemical
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Abstract:

Solar energy is absorbed by a simple and long-life solar collector set in a garden. The heated water is
pumped to a shower directly or through a boiler. This paper focuses on the combination of high efficiency
boilers with a simple collector. A tank of water pre-heated by ambient air and solar irradiation and/or a hot
water reservoir can be added to the system in order to save fuel and reduce CO, emission. The behaviour of
the system has been simulated: water temperatures over a day are calculated as a function of the
dimensions and the exposure of the pipes and of the surfaces of the reflective panels, of weather data and of
water consumption.

The numerical solution of the partial differential equation is obtained by a discrete approximation. The
temperature field is approximated by values at discrete points where elements are concentrated.

Numerical results of six different hot water systems with a simple solar collector are presented. The
consumption of gas and CO, emissions are compared with an instantaneous boiler, a combi-storage boiler
and an electric boiler.

Keywords:
Solar Collector, Gas Boiler, Hot Water Service, CO, Emissions.

1. Introduction

The use of solar energy for water heating has a long tradition in human history, but at present the
need for promoting renewable energy sources and increasing the efficiency in energy systems
without decreasing user’ welfare, also requires that these systems are properly designed so as to
take into account weather conditions and the user demand.

Solar systems aimed at heating water for showers could be an attractive solution in marine places,
for example for holiday camps or bathing establishments, where the weather is usually sunny and
the user demand is concentrated during the summer. These conditions allow a good exploitation of
the solar source. Solar systems could be also interesting in low-income countries, for isolated
buildings or communities where the access to fuels is difficult and expensive [1, 2, 3, 4]. For all
these kinds of systems the cheapness, the simplicity of installation and of maintenance, the
availability and the reliability are more important than the efficiency, so that an analysis aimed at
improving them must consider all these aspects.

In order to improve thermal efficiency [4, 5] many authors have studied different solutions for solar
collectors systems: they have analysed the thermal regime in the collectors considering weather
variations and water temperature [6, 7, 8]. This paper presents a simple method to simulate the
operation and/or to forecast the performances of a solar installation for hot water production.
Furthermore, this papers takes into account the presence of integrative boilers, a tank where cold
water is pre-heated by ambient air and solar radiation, hot water reservoirs and flat and reflective
panels for sun radiation concentration on the collector. The method permits the study of energetic
efficiency and CO;, emissions in comparison to those of a boiler during an average year as a
function of system geometry and arrangement, solar irradiation, environment temperature and
thermal requirement. A simple experimental approach able to determine the exchange coefficients
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used in the analysis of the collectors is presented, too. In order to show the potentiality of the
method and validate it the paper describes its applicationto a simple actual shower installation.

2. Description of the experimental apparatus

A simple solar shower [9, 10] has been installed in a seaside place in southern Italy (Calabria). As
shown in Fig. 1, as heat exchanger the system uses four series connected pipes for agriculture
irrigation; each pipe has a diameter of 6 cm and is 12 m long, with a total length of 52 m, including
the connection curves. The pipes form a reservoir containing about 150 liters of water. The heated
water gets cold during the night, and it is not stored.

The system was constructed in 1980 in the vicinity of the sea shore. During so long a period none of
the important parts (all made of zinc-steel or chromium plated) needed to be replaced. The
maintenance of the shower installation consisted mainly in cleaning it from grass and branches.

As a consequence, the costs of construction and maintenance are very low.

It is interesting to note that the thermal dispersions for convection to the ambient are much higher
than those in modern thermal solar collectors and that in this simple configuration the pipes in the
lowest position are overshadowed by other pipes.

Since in some periods of the year the temperature of water can be too low for shower use a
supplementary gas fired boiler, which is series connected with the solar collector, has been added.
An increase in the water temperatures of the pipes has been also obtained by means of flat and
reflective panels which concentrate the sun radiation with a higher power (Fig.1).

Data about the ambient and pipes temperatures, water mass flow rate, and solar irradiation have
been collected for some months in the past year.

shower
H H
I| LYY LAY _
| heating plant pipes collector -
pump boiler f T T T )
() -]
\/ \/ \/ \/ \/ pump

reflective panels
Fig. 1. Solar shower installation in a garden supplemented with flat reflective panels and a combi
boiler for Heating and HW services.

av| :.
3. e s

2.1 Simulation of the pipe collector

In the model of the plant some components have been considered as concentrated distinct single
points, because their temperatures depend mainly on the time.

The pipe collector is composed of 4 tubes, each of which is 12 m long, and has been studied taking
into account 4 concentrated points with constant parameters (L=12 m). The simulation program did
not give significant differences in numerical results for smaller subdivisions (L=6 mor L=2 m).

Each segment (L=12 m) is subjected to energy exchanges having the following coefficients, which
are constant during each interval of time Atand variable only with time t:

= The convective heat transfer (K coefficient, kW/m?/K).
» The irradiation to the ambient air (K| coefficient, KW/m?/K).
« The irradiation of the sun (PSOL, kW/m?).
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= The effects of shadow on solar power absorbed (KS shadow factor).
= The effects of wind on convective heat transfer (KW wind factor).
= The effects of reflective panels on irradiation (KR reflective plates factor).

= The effects of the amount of water W flowed during the interval At.

Since the heat conduction in the wall of the pipes and the water side convection are much faster
than the heat convection from the surface of pipes towards external air, the temperature gradients
inside the water and inside the metal are negligible. As a consequence, the metal temperature is
assumed to be equal to that of the water. During the day HWS (Hot Water Service) consumption
W, air temperature TA and the other conditions (PSOL, KS, ..), cause continuous water temperature
variations T and a new steady state thermal equilibrium is gained at time t+At. The numerical
simulation of this solar shower is time dependent on the heat transfer.

QC(i,H)+QI(i,t) QIRR(i,t) = PSOL(i,t)*KS*SI*At
TA(,Y)
SI solar irradiation surfafe of a pipe
JSC surface of convection and irradiation to the ambient
Water Input Water output
Wi [kgitimestepl_ | _ i elementi _W(H10[koAd __ |
element i-1 - MP mass water in element  [kg] T@,t) [°C] >
time t
OC (i,t+At)+ O (i,t+At) OIRR (i,t+At) = PSOL (i,t+At)*K S*SI*At
TAG,t+A) /\ /‘
Water Input Water output
W(it+At) [kg/At] element i W(i+1,t+At) [kg/At]
t+At - % MP mass water in element  [kal T(i.t+At) [°C] —
sc [m sl [m]

Fig. 2. Schematisation of Heat exchanges in the element i at times t and t+At.

The numerical solution of the partial differential equations is obtained by a discrete approximation.
The temperature field is approximated by values at discrete points where the elements, long L, are
concentrated. Water temperatures T are considered at consecutive time-steps with a time increment
At

The increments in x-direction are denoted by points i1, i and i+1. The length of the collector is
divided into few elements and the lengths L are fixed at the start of the calculation.

In fig. 2 the equations for different heat transfer modes of an element i, during a time step At, are:

1) Convection and irradiation from the surface SC of the pipe element i to the ambient:

QC(i,t) = K-At-SC- (1+ KW)-[T(i,t) ~TA(,1)] [kWh] 1)

QI (i,t) = KI-At-SC -[T(i,t) = TA(, )] [KWh] )
2) Radiation from the sun to the surface Sl of the pipe

QIRR(i,t) = PSOL(i,t) - At- SI -KS -KR [kWh] ()
3) Energy by mass transfer to and froma pipe element

QW (i,t) =W (i,t)- At-cp-[T (i —1,t) =T (i, )] [kWh] 4)

In conclusion the equation of energy balance of the pipe element i, during a time step [t is:

QC(i,t) +QI(i,t) +QIRR (i, t) + QW (i,t) = (MP-cp+ MM -cpm)-[T (i, t + At) — T (i,t) | [kWh]  (5)
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Air temperature TA, power PSOL, other conditions during a day (KS and KR) as well as water
consumption (W) are the main important parameters used to calculate the variation of temperatures
T of the water during a day.

The transient problem is solved with the explicit forward differences method: the old temperatures,
convection coefficients, ... and mass transfer parameters are used to calculate the heat flows during

At. At time t+ At, the new temperature T(i,t+ At) of the element i is calculated by the equation:

T(i.t+ A =T(i,t)+[K - AL-SC- L+ KW)-[T () ~TAG O]+ KI -At- SC-[T () ~TAG O]+ - -
+PSOL(i,t)-At-SI- KS+W(i,t)- At-cp-[T(i—1t)—=T(i, )]} /(MP - cp+ MM -cpm) 1@

In this equation, temperatures, convection coefficients and the other parameters evaluated at time t
are used to calculate the heat transfer during the interval of time At.

2.2 Experimental evaluation of K, KS, KR and KW mean coefficients
All the heat coefficients are unknown and variable during a day.
Ifthere is not consumption of water W(i,t), (6) gives the water temperature as:

T(i,t+At) =T(i,t) +[K - At-SC- 1+ KW) [T (i,t) - TAG, )]+ KI - At - SC [T (i,t) = TA(i, t)] + o] (7
+PSOL(i,t)- At-SI - KS]/(MP-cp+ MM -cpm) [c1 (@)

In order to evaluate K, KW, KI, KS and KR a simple experimental test has been performed. They
can be simply considered as constant values during a day and corresponding to their mean values.
They have to be assumed as trial values when the program has to calculate step by step the
temperatures of the water. If T, TA and PSOL are measured in the experimental plant of Fig. 3 for
each pipe and the pipes are differently exposed to air and sun, the unknowns can be determined as
the set of values which allows the better fit between the experimental and the calculated trends of T.

Fig. 3. Test rig with temperature measurement system of pipes 3, 4, 4a and 6 connected to a data
logger. Two connections are possible when the shower is open (tap A: pipes 1, 2, 3, 4, 5 and 6 or
tap B: pipes 1a, 2a, 3a and 4a)
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Different pipes have been put in the experimental solar system, as shown in Fig.3:
e covered (not exposed to the wind) (pipes 1 and 3)
e covered and subject to reflective panels irradiation (pipe 4)
e covered and partially shadowed pipe (pipes 2, 5, 6)

e exposed to the wind (pipes 1a, 2a, 3a, 4a)

Pipes and air temperatures and PSOL have been measured for some months: Figure 4 reports an
example of data collected during 7 days in September 2011 in the experimental plant in southern
Italy.

Fig. 4. Air and tubes temperature values collected during 7 summer days.

During the hottest hours (around 2 pm) of the day the temperature of pipe 4, which is exposed to the
sunand subject to panels reflections, is above 60°C, while the ambient temperature has a peak value
of about 30°C. The highest temperature of a pipe 3, which is very overshadowed, is 45°C. During
the night, the temperatures inside all the pipes become equal to that of the ambient air (about 20 °C
in the early morning).

Fig. 5 indicates registered and simulated trends of T for a day of pipes 4 and 6. The simulated
values have been calculated by means of equation (7), using the coefficients summarized in Table 1.
The temperature of the air is TAmin = 21,5 °C at tmin =5 am and TAmax =29 °C at tmax= 14 =2
pm.

During the day TA trend has been simulated as

TAmax+TAmin  TAmax—TAmin *Cos t—tmin

TA= —* 1) =25,25—3,75*COS(§*7T)
2 tmax —tmin 9

from tmin= 5,00 until tmax*3/2-tmin/2 = 18,50 = 6:30 pm
While during the evening and the night the temperature TA changes in linear way.

The solar radiation flux is PSOL = -432-1295*cos(t*1/12)) W/n¥, taken only with positive values
and equalling zero when this function is negative. The maximum value of PSOL, at 12 am, is
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PSOLmax = 865 W/m? while duration of solar irradiation is from 7.00 = 7:00 am to 17,00 = 5:00
pm.

Table 1. Values of mean coefficients KS, K, KW and Kl during the day of measurements.

11 sept 2011 |

pipe 6 pipe 4 pipe 3 pipes 1a, 2a, 3a, 4a
PSOLmax 865.0 865.0 865.0 865.0 W/m? at 12 am
KS 0.8 1.0 0.5 1.0 -
KR 1.1 1.1 1.0 1.0
KR*KS*PSOLmax [713.6 951.5 432.5 865.0 W/m? at 12 am
TAmax 29.0 29.0 29.0 29.0 °C at 2 pm
TAmMin 21.5 21.5 21.5 21.5 °C at5am
W 0.0 0.0 0.0 0.0 kg/s
K 3.5 35 3.5 35 W/m?/K
KW 0.4 0.6 0.2 1.1
K*(1+KW) 4.9 5.6 4.2 7.4 W/m?/K
Ki 1.7 1.7 1.7 1.7 W/m?/K
K*(1+KW)+K| 6.6 7.3 5.9 9.1 W/m?IK
T pipe max 55.0 60.0 41.3 57.2 °C at2pm

70 e=—Pipe 4 calculated
T. °C
60 Pipe 4
=mm=Pipe 6 calculated
50
Pipe 6
40
30
20
10

0 2 4 6 8 10 12 14 16 18 20 22 24
hour

Fig. 5. Comparison between calculated and registered temperatures trend for some pipes of fig. 3.
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3. Gas Boilers for Hot Water Service (HWS)

Although in the summer sun-irradiated energy can somewhere be sufficient for some showers
without any boiler, the presence of an integrative boiler is often necessary.

For gas boilers working in heating plant in winter cyclical efficiency at partial loads is variable
during the day and depends on the characteristics of the boiler, of the plant, of the regulation
system, of the weather conditions. For a condensing boiler it can be as the curve of Fig. 6a and
can be calculated by using two experimental curves of the boiler: the efficiency at full load (Fig. 6b)
and stand-by losses (Fig. 6¢) [11, 12].

0,90 0.90

70.

0.85 —r—— 0,85 + Stand-by losses [kW]

=] % Mean Temp. of the Q]
- Water inside the Boiler

T
[°c] 60.

es [KW]

30, x Mean Temp. of II;e

Water inside the Boiler

Ciclical efficiency
+ Stand-by loss

/
/

65 0,65
o
/ 5 |
0,60 0,60 P +

o
T T T o
0,00 0,25 0,50 0,75 1,00 20,00 30.00 40.00 50.00 60.00
Boiler load in heating plant Return Water Temp [°C]

0.
i
T

=3
o

a) b) c)

Fig. 6. Efficiencies of a boiler at partial load in heating plant: a) Condensing boiler connected to a
plant by a 3-way mixing valve, b) efficiency at full load as function of return water temperatures, c)
stand-by losses as function of mean return water temperatures.

TAP WATER SERVICE (Summer and Winter-Night)

o
- | BOILER ON-OFF with VESSEL
I 2 BOILER ON-OFF

\‘ 3 BOILER with MOD

"4 BOILER with MOD (PROTOTYPE)

0.0 02 0.4 0.6 0.8 1.0
BOILER LOAD CA

a) b)

Fig. 7. Cyclic efficiency in Hot Water Service (HWS ) as function of Boiler Load: a) four combined
boilers, b) instantaneous condensing boiler in heating service and HWS.

A combi-instantaneous boiler is widely used for heating plants and for hot sanitary water. Combi
boiler is both an efficient water heater and a heating boiler combined within a single unit.
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Instantaneous boilers deliver hot water immediately whenever it is needed.

A combi-storage boiler gives better performance through a tank of heated water. At the first tap
opening, the storage tank can deliver an abundant water supply and heated water delivery depends
upon the size of the tank.

Better efficiency is obtained when HWS and heating service are integrated in a single Combi boiler.

The energy problem of boilers arises from the decrease in the cyclical efficiency when they deliver
sanitary hot water [12, 13, 14]. This reduction of efficiency is very large when the boiler is not
working for heating plant, for example during the summer and during the night in winter. This
depends on the type of boiler and mainly on the flow of Hot Water in comparison with the output of
the boiler, as described in fig. 7a. The same condensing boiler of fig. 6 can have the efficiency of
fig. 7b.

4. Results

In order to evaluate the simple approach proposed, different solutions able to satisfy the demand of
hot water has been simulated and compared. It has been assumed that 1400 kg/day of water at 50°C
are required between 8 am and 8 pm. These data correspond to about 30 showers/day. with three
peaks in the thermal requirement at 10 am, at 2 pm and at 6 pm- Fig.9 reports user cumulative
demand trend (WG).

Six different plants (cases 1- 6) with a simple solar collector have been simulated. All of them are
equipped with a high efficiency gas boiler, which guarantees that the temperature of water reaches
50°C, when required. They have been compared also with three more traditional plants equipped
with gas boiler (cases 7), with gas boiler and Hot Water Reservoir (case 8) or with an electric
boiler (case 9).

The systems differ fromeach other as:

= Water can be obtained from a well at low temperature (15°C, cases 1, 3 and 5), from the city
aqueduct (18°C, cases 7-9) or from a tank at ambient temperature (it has been supposed that its
temperature is the mean air temperature of the day, in this case 25°C, cases 2, 4 and 6).

= A hot water reservoir can be present with a capacity of about 300 | (cases 5, 6 and 8). In cases 5
and 6, the water is pumped, by an electronic system, from the solar collector to the reservoir only
when its temperature T is higher than that inside the reservoir Tyes, Otherwise it remains inside the
tubes. The boiler heats up to 50°C the water required by the users. In case 8, the temperature of
the reservoir is kept at 50°C by the combi-storage boiler.

= reflective panels can be present (cases 3-6).

shower r

N S

TN P /_I:_\

heating plant 1]i1]9'; collector -

puzng boiler | tank
V T e-\f}e (‘l‘l\o\?’ll'ﬂle"\l: V panp

hot water reservoir

Fig. 8. Configuration of the system in Case 6.

150



The first 7 columns of Table 2 present a short description of the different systems. For all the 9
cases the following data have been assumed:

» Gas low heating value: 9.72 kWh/m® (13.3 kWh/kg).
» Price of the natural gas: 1 €/Nn?.
= CO, emission: 0.2 kg/kWh (1.944 kg/Nm’cha).

For all the gas boilers it has been assumed an average efficiency of 0.75, although its value can be
lower, as reported previously in section 3. The efficiency of electric boilers is 0.4, which also
includes the efficiency of electricity production (in Italy the average value is 0,46).

The most significant results are also reported in Table 2: gas consumption per day, costs per day,
CO; emissions. The last column presents the gas consumption and CO; emissions compared with
those of a combi-storage boiler without solar collectors chosen as reference (case 8). All these data
have been calculated for a summer day by means of the model described in this paper.

Plant 1, which is the simplest one with solar collector, gives an energy saving of about 30% with
respect to the use of a combi-storage boiler. The presence of a cold (at 25°C) tank (case 2) gives an
additional saving of 10%. The sole use of reflective panels and a proper configuration of tubes able
to avoid the shading (case 3), permits to save about 40% of gas consumption in comparison to plant
1. The best solution is that with a hot reservoir and reflective panels (case 6), with 30% of the
consumption compared to reference case 8. The consumption of the electric boiler is more than
twice that of the gas boiler.

Table 2. Results of the simulation for 9 different systems.

AllA2 [A3 A4 [A5]|A6 |A7 |A8 A9 A0 |All Al2 |A13 Ald
(2l 2F = 7| & 3| 2| 2| & = SRR
Sl 2 F = sl 8| 8 ; ol = © N 3 a)
oF 5 3 = n| = <) al § 8 = S
© T @ 8 S (= & o
o m (1] ® [
°C . |n_ |[KWh  |Nm3/day [€/day |Nm3/day .
ix Jw | 15 0,75 61,085 6 6 12| 73]  3500] 1192
2Ax |71 25 0,75 50,233 5 5 10 60l  5000] 263
3Ax Jw | 15 RF] 0,75 37,674 4 4 8] 45|  4s00] 1425
4x 1T 25 RF] 0,75 26,977 3 3 5| 32| 6000] 488
5x fw | 15HC |RF] 0,75 35,969 4 4 71 431 5500] 514
olx |T 25|HC  |RF] 0.75 26,202 3 3 5| 31  7000] -471
7Ino 18 0,75 80,62 8 8 16] 9]  5000] -1335
8lno 18HC 0,75 83,721 9 9 17| _100[  3500] i
Yno 18 04] 151.16] 16 16 30[ 181  1000] -2376)

The column A13 of table 3 shows the total installation cost of the different systems.

Under the hypothesis that the plant works from May to September, the column Al4 shows the Net
Present Value differences after 10 years of operation between cases 8 and single cases. An annual
discount rate of 3 % has been assumed.

The most economical solution is case 3, while despite its better energetic performances the cases 6
Is noFig.9 gives an example of the trend of the temperature of the water T at the end of the solar
collector (Fig.8), of the temperature of the water T, inside the hot water tank, of gas consumption
gas, during a summer day, for a given user demand of WG. These results refer to case 6 for the
same day studied in section 2.2. For this solution, the solar system is able to heat the water to a peak
value of about 40°C. This value is lower than that of Fig. 5 since the continuous consumption of
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water does not permit the same heating. The boiler is used at the three peaks of user requirement,
when new colder water is sent to the hot reservoir.

Temperatures of showers and Hot water consumed
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Fig. 9. Main results for Case 6.

5. Conclusion

The simulation of simple solar plants with integrative gas boilers for the hot water service can be a
valid instrument to correctly project a solar simple plant able to guarantee the required hot water
service during the summer.

By means of a sufficient number of pipes heated by solar irradiation and large and flat reflective
panels, a tank of water pre-heated by ambient air and solar irradiation, a hot water reservoir and gas
boiler it is possible to save about 70% of gas consumption and CO, emission with respect to a gas
boiler, and construct a long-life and simple solar collector.

Nomenclature

Cp specific heat of water, kJ/kg

Com  specific heat of tube metal, ki/kg

gas  cumulate consumption of gas during a day, kwWh
K coefficient of convection exchange, W/(m?* K)

KI irradiation coefficient to ambient, W/(m?* K)

KR  reflective plates factor

KW  wind factor

KS  shadow factor

L length of a pipe element concentrated in a point, m
MM  mass of metal of a pipe element, kg
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MP  mass of water ina pipe element, kg

PSOL solar irradiance, W/m?

QC  heattransferred for convection to ambient, KW

Ql heat transferred for irradiation to ambient, KW

QIRR heat from sunto pipe, KW

QW  power related to mass transfer to and from pipe element, KW

SC  surface of convection and irradiation to ambient ofa pipe element, m?
Sl solar irradiation surface of a pipe element, m?

T, T(t), T(t+At) temperature of the water and of metal of a pipe element, °C
TA, TA(t), TA(t+At) temperature of the air, °C

TMAX temperature of the water required by the users (50°C)

Tes  temperature in the reservoir, °C

t current time, s

W water entering in a pipe element during a time step At, kg/s

WG  cumulate mass of water during a day, kg

Greek symbols

n overall boiler efficiency
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Abstract:

Biomass fired double-stage Omanic Rankine Cyde (ORC) with net power output of less than 10 KW is
studied from exergetic point of view. Focusislaid on appropriate working fluid and pressure level selection.
Therefore 21 high temperature fluids and 14 low temperature fluids were under investigation. Analyses show
that isopentane gives best effidency in the low temperature circuit whereas R227ea is least efficient within
the chosen boundary conditions. Among the working fluids for the high temperature drcuit, maximum
thermal efficiencyis found to be similar for several working fluids. Irreversibility rates calculated for all heat
exchangers enforce these results. As a crucial parameter for high efficiencies the dimensionless heat flow
ratio @, defined astransmitted heat flux to the low temperature circuit divided by transmitted heat flux to the
high temperature drcuit is identified and should be around 1.0 for high total efficiency of the cyde. The
usage of aninternal recuperator is discussed depending on the pressure drop of the gaseous side.

Keywords:
Biomass, Double-stage, Exergy, ORC, Organic Rankine Cyde.

1. Introduction

Organic Rankine Cycle (ORC) has become more and more interesting for the usage of low grade
heat sources, waste heat recovery and biomass fired power plants. Comprehensive research on
appropriate working fluids for low temperature applications has been carried out by Saleh et al. [1].
They concluded that n-butane shows highest efficiency for ORC operating between 100 °C and
30 °C. Accordingto Lai et al. [2], for high temperature sources (heat carrier inlet temperature up to
350 °C) cyclopentane is the best working fluid concerning thermal efficiency, heat capacity flow
rate of the heat carrier and volume flow rates within the turbine. For geothermal power plants
Heberle et al. [3,4] investigated pure fluids for combined heat and power production as well as
usage of fluid mixtures for low-enthalpy sources. For series circuit high-boiling fluids like
isopentane should be used, for parallel circuits and for power production fluid R227ea is preferred.
Due to a non-isothermal phase change using zeotropic mixtures like R227ea/R245fa will further
increase the efficiency up to 15 %. Waste heat recovery was examined steady-state using genetic
algorithm by Dai et al. [5] leading to R236ea as the working fluid with best exergetic efficiency.
Quoilin et al. [6] focused on dynamic simulation and appropriate control strategy for part-load
operation as well as for start/stop-procedures. Investigations on biomass fired power plants are
mostly carried out from an energetic point of view and for single-stage processes [7]. Furthermore,
plant net power production is often in the range of up to 1000 kW [8]. In this study a biomass fired
double-stage ORC with a net power output of less than 10 kW is studied. Contrary to our previous
study [9] focus is laid on optimizing exergetic efficiency by appropriate working fluid and pressure
level selection. The results are compared to irreversibility rates of heat exchange equipment, to
show potential steps for optimization of double-stage ORC. Lastly, the influence of pressure drop
within the internal recuperator is investigated.
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2. Methodology

2.1. ORC model

The investigated double-stage ORC consists of a wood pellet heater as a heat source, a thermal oil
circuit (TOC), high and low temperature circuit (HTC and LTC, respectively) and a cooling circuit
(CC). Thermodynamic analysis is based on certain boundary conditions. The flue gas exits the
wood pellet heater at 950 °C, maximum temperatures within TOC and HTC are 340 °C and 320 °C,
respectively. Maximum pressure of ORC vapour is set to 20 bar or 70 % of critical pressure of the
chosen working fluid. To avoid diffusion of air into the cycle, condensation takes place at 1 bar,
however, at least at the corresponding pressure for a condensing temperature of 26.5 °C. Further
boundary conditions are given in Table 1, the overall process is shown in Figure 1.

Table 1: Boundary conditions for thermodynamic analysis

Volume flow rate of flue gas 0.06 m3/s
Coolingcircuit inlet temperature 15°C
Temperature rise of cooling water 5K
AT-pinch-point flue gas heat exchangers 30K
AT-pinch-point ORC heat exchangers 10K
Generator efficiencies 1.0
Isentropic turbine efficiencies 1.0
Isentropic pump efficiencies 0.8
Electro-mechanical pump efficiencies 0.6
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Fig. 1. Biomass fired double-stage Organic Rankine Cycle

2.2. Thermodynamic analysis

The process is simulated using the software Cycle Tempo [10] which is based on the Peng-
Robinson equation of state. Taken into account heat exchangers, expansion units and pumps, the
process can be characterized by 23 mass and energy equations. Heat exchanger balances can be
expressed as

mhot(hj _hi) = mcold (hl _hk) ) (1)

isentropic efficiency of pumps are defined as
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Mip =—2—, )

and isentropic efficiency of turbines as

hj -h,
Mt = .

(3)

Within (1), (2) and (3) indices hot and cold mean the hot stream or the cold stream in the heat
exchanger, respectively. Indices j and | are for outlet streams, i and k for inlet streams. Index s
declares isentropic expansion or compression in turbines and pumps.

2.3. Exergetic analysis

To allow for an exergetic analysis of the process, the total exergy flow of the heat source is
calculated as

E =me, (4)

with e being the specific exergy of the flue gas at the outlet of the wood pellet heater (pipe 19):
e=h-h -Ty(s-5) (5)

Index O indicates the dead state with T,=15 °C and po=1 bar.

The exergetic efficiency of the overall process can be written as:

_ |PP,TOC + PP,HTC + PP,LTC + I:)EU,HTC + PEU,LTC| 6
nex,total - E ( )

Furthermore, within the study irreversibility rates are calculated according to the general approach

. |
IzToE:TOm{Zs—ZS—Z%'] 7)

out in

Due to the assumption of adiabatic compression and expansion, the term Z%vanishes so that the
i

irreversibility flow rate of the turbines and pumps can be written as:

|lT,p ITOm(Sj—Si) (8)

As the internal recuperator is simulated adiabatic to the surrounding, one just has to take internal
irreversibility rates of the hot and cold stream into account which lead to:

|. He =Ty m[(sj,hot = Sinot ) + (Si’CO'd ~ Sicod )} ®)

Same is true for the evaporator in the LTC and HTC as well as for the preheater in the HTC. Just
the flue gas/thermal oil heat exchanger, the preheater in the LTC and the condenser interact with the
surrounding so that heat transfer has to be taken into account:

I =T,m|( ) h —h 10
=I,m Sj =5 —T ( )
The characteristic temperature in the right hand term of (10) can be calculated as
T saurcein — T
T — Source,in Source,out (11)

m 1)
In[ TSource,in J
TSource,out
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whereas source means the thermal oil or cooling water, respectively. Indices jand i in (10) are ORC
outlet and inlet stream.

2.4. Preselection of working fluids

Potential working fluids are selected depending on the temperature level of evaporation and due to
literature [1,2,7,8]. LTC operates at temperatures from 26.5 °C to about 150 °C, HTC up to 320 °C.
For HTC alkylbenzenes, alkanes, siloxanes and three fluids out of different chemical classes were
investigated. Within LTC, short-chain hydrocarbons and refrigerants were analysed. Structural
isomerism is taken into account in HTC and LTC. Potential working fluids as well as physico-
chemical properties are summarized in Table 2 and Table 3. Therefore one gets 21 potential fluids
for HTC and 14 for LTC. As all HTC fluids are combined with each LTC fluid, this leads to a
21x14 matrix of simulated cases.

Table 2: Potential working fluids for high temperature circuit (HTC)

working fluid HTC Terit,°C Perit bar M, g/mol
cis-1,2-dimethy lcy clohexane 333.00 29.38 112.21
tetramethy Ipentane 334.35 27.41 128.26
tetraethylsilane 332.85 24.00 144.33
ethylbenzene 344.05 36.06 106.17
p-xylene 343.08 35.11 106.17
1,3,5-trimethylbenzene 364.10 31.27 120.19
1,2,4-trimethylbenzene 375.95 32.32 120.19
n-propy lbenzene 365.20 32.00 120.19
m-diethylbenzene 389.85 28.80 134.22
o-diethylbenzene 394.85 28.80 134.22
0-cymene 383.85 29.00 134.22
octane 295.61 24.86 114.22
nonane 321.40 22.81 128.26
decane 344.55 21.03 142.28
undecane 365.85 19.50 156.31
dodecane 384.95 18.17 170.33
hexamethy Icy clotrisiloxane 281.05 16.63 222.46
octamethy trisiloxane 291.25 14.40 236.53
octamethy Icyclotetrasiloxane 313.35 13.32 296.62
decamethyltetrasiloxane 326.25 12.27 310.69
decamethy lcy clopentasiloxane 346.00 11.60 370.77
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Table 3: Potential working fluids for low temperature circuit (LTC)

working fluid LTC Teit, C Perit,bar M ,g/mol
n-butene 146.14 40.05 56.11
cis-butene 162.60 42.26 56.11
isobutene 144.94 40.10 56.11
trans-butene 155.46 40.27 56.11
isobutane 134.66 36.29 58.12
isopentane 187.20 33.78 72.15
neopentane 160.59 31.96 72.15
n-pentane 196.55 33.68 72.15
R143 (1,1,2-trifluoroethane) 156.65 52.41 84.04
R245fa (1,1,1,3,3-pentafluoropropane) 154.05 36.40 134.05
R365mfc (1,1,1,3,3-pentafluorobutane) 186.85 32.66 148.07
R236ea (1,1,1,2,3,3-hexaf luoropropane) 139.29 35.02 152.04
R236fa (1,1,1,3,3,3-hexafluoropropane) 124.92 32.00 152.04
R227ea (1,1,1,2,3,3,3-heptafluoropropane) 101.75 29.25 170.03
RC318 (octafluorocy clobutane) 115.23 27.78 200.04
3. Results

3.1. Exergetic efficiencies

Figure 2 shows the exergetic efficiency of each HTC and LTC fluid. The average efficiency of a
HTC fluid is the mean value of the 14 exergetic efficiencies. The maximum and minimum
efficiency displays the most and the least efficient fluid combination, respectively. It can be seen
that the relative difference between the most efficient (cis-1,2-dimethylcyclohexane) and the least
efficient HTC fluid (decamethylcyclopentasiloxane) is A, .., =21.26%. Within the LTC the
difference between isopentane (most efficient) and R227ea (least efficient) is even higher
(ANayerge =27.84%). Therefore, one can deduce that for high exergetic efficiencies, the choice of

LTC fluid is more important than the choice of HTC fluid. Explained by thermodynamics one can
say that by using a rather inefficient HTC fluid, a high amount of heat is transferred from HTC to
LTC in the condenser of the HTC, but still can be converted by a rather efficient LTC fluid.
However, the usage of arather inefficient LTC fluid leads to a high heat flow rate in the condenser
of the LTC which cannot be used anymore.

3.2. Irreversibility rates

To explain the interaction between HTC and LTC more detailed, exergetic efficiencies for the
following four different fluid combinations are shown in table 3:

= Case 1: Efficient HT C fluid / efficient LT C fluid (1,3,5-trimety Ibenzene / isopentane)

= Case 2: Efficient HT C fluid / inefficient LTC fluid (1,3,5-trimetylbenzene / R227ea)

= Case 3: Inefficient HTC fluid / efficient LT C fluid (decamethylcy clopentasiloxane / isopentane)
= Case 4: Inefficient HTC fluid / inefficient LT C fluid (decamethy Icyclopentasiloxane / R227ea)
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Fig. 2: Average, maximum and minimum exergetic efficiencies for all investigated HTC fluids (a)
and LTC fluids (b), respectively.

Three conclusions can be drawn. Firstly, for 1,3,5-trimethylbenzene the difference between
isopentane and R227ea is 28.82 % whereas for decamethylcyclopentasiloxane it is 34.95 %. This
denotes that by using an efficient HTC fluid the influence of the LTC fluid is weakened. Secondly,
for isopentane the difference between the two HTC fluids is 11.98 %, for R227ea 19.56 %. On that
account the aforesaid effect is true for the LTC fluid as well. Using a rather efficient LTC fluid
weakens the effect of the choice of HTC fluid. Lastly, the fact that the differences of varying HTC
fluid (11.98 % and 19.56 %) are lower than those of varying LTC fluid (28.82 % and 34.95 %)
enforces the fact that the choice of the LTC fluid influences the exergetic efficiency more than the
HTC fluid.




Table 3: Exergetic efficiency of four different fluid combinations and relative difference (in %)

1,3,5-trimethylbenzene decamethylcyclopentasiloxane An

isopentane 61.75 54.35 11.98
R227ea 43.95 35.35 19.56
An 28.82 34.95

In addition to the exergetic analysis, irreversibility rates for all heat exchangers within the process
are displayed in table 4. Comparing the irreversibility rates of the evaporator (fzy wrc) and the
preheater (fpy yrc) Of the HTC, case 3 and 4 in which decamethylcyclopentasiloxane as a HTC
working fluid was used give far lower values than case 1 and 2 (using 1,3,5-trimethylbenzene). This
can be explained by the steeper slope of the boiling curve within the T,s-diagram and the resulting
temperature match between the thermal oil and the ORC fluid. From that point of view
decamethylcyclopentasiloxane should be more efficient than 1,3,5-trimethyIbenzene. However, due
to the steeper slope of the boiling curve, the irreversibility rate of the flue gas/thermal oil heat
exchanger increases as the minimum temperature difference within the heat exchanger has to be
maintained. Lastly, irreversibility rates within the internal recuperator and the condenser of the
HTC are higher for the siloxane due to the steeper slope of the dew line. A similar effect emerges in
the internal recuperator of the LTC in which the irreversibility rate for R227ea as a working fluid is
almost zero due to the nearly infinite slope of the dew line. In addition to the higher irreversibility
rate in the flue gas/thermal oil heat exchanger, one gets also greater losses within the preheater of
the LTC (/s rc) and the condenser of the LTC ([ooy .1c) USINg the cyclic siloxane instead of the
alky Ibenzene. In summary, four conclusions can be drawn:

1. As expected, case 1 gives lowest irreversibility rates (followed by case 3, case 2 and case 4)
which correlates with the exergetic efficiencies of table 3.

2. Within one HTC fluid the difference of external losses (for varying LTC fluid) are by far lower
than the difference in internal losses due to the almost identical temperature match in the flue
gas/thermal oil heat exchanger caused by the slope of the boiling curve.

3. However, within one LTC fluid (and varying HT C fluid) external losses are more important.
4. Lastly, by calculating the difference of the total irreversibility rate between case 2 and case 1

(Al =1662.9 W/ ) is higher than between case 3 and case 1 ( Al =688.7 W/ ) which shows
again the importance of the proper choice of LTC fluid.

Table 4: Irreversibility rates within the heat exchange equipment

Variable Unit Case 1 Case 2 Case 3 Case 4
Tev utc W/IK 454.4 445.8 54.1 54.1
Tonure W/K 903.5 906.8 155.8 155.8
LHE v W/IK 88.9 89.2 173.2 173.2
TeonmTe W/K 320.5 1609.6 1057.5 2474.2
LiHE LTe W/IK 63.5 0.6 67.8 0.7
FrotaL internal WK 1830.8 3052.1 1508.4 2858.0
Irc 10 W/IK 1004.3 1002.0 1994.0 1994.0
I L1c W/K 912.5 1298.9 912.6 1276.2
Teontte W/IK 319.9 3775 341.3 402.8
FrotaexternaL WK 2236.7 2678.4 3247.9 3673.0
TtotaL W/K 4067.6 5730.5 4756.3 6531.0
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3.3. Dimensionless heat flow ratio

As the previous results show the importance of transferred heat flow to HTC and LTC figure 3

shows the maximum exergetic efficiency of each siloxane depending on the dimensionless heat
flow ratio, defined as:

B heat flow rate LTC
~ heat flow rate HTC

(12)

Within the HTC, siloxanes are used as working fluids, in LTC isopentane and R227ea were chosen.
It can be seen that using a rather inefficient LTC working fluid (R227ea in this case) the exergetic
efficiency rises with decreasing heat flow ratio &. Though by using a rather efficient LTC fluid
(isopentane) the exergetic efficiency first rises with increasing &, reachinga maximum around &=1

and drops again afterwards. Therefore it can be deduced that the amount of heat transferred to the
LTC should be equal to the heat transferred to the HT C to achieve high exergetic efficiencies.
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Fig. 3: Exergetic efficiency of five siloxanes depending on the heat flow ratio @ (LTC fluid
isopentane and R227ea, respectively) .

3.4. Internal recuperator

Due to the exergetic analysis of the IR and the fact that isopentane and R227ea show different
slopes of the dew line, the effect of pressure drop inthe IR (gaseous side) is investigated. In figure 4
the exergetic efficiency of the fluid combinations 1,3,5-trimethylbenzene/isopentane and 1,3,5-
trimethy Ibenzene/R227ea is displayed using the pressure drop in the IR as variable. As expected
both curves decrease with increasing pressure drop due to the lower enthalpy difference in the
turbine. However, isopentane shows a stronger dependency than R227ea due to the higher slope of
the dew line. By calculating the exergetic efficiency of the reference case without IR (isopentane:
57.75 %; R227ea: 43.93 %), one can deduce that an IR should be used for a pressure drop less than
0.5 bar in case of isopentane. Using R227ea as a working fluid, the pressure drop has to be less than
0.02 bar to reach higher efficiencies than the base case without IR. Therefore, the usage of an IR
should be reconsidered under economic aspects for each case.
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Fig. 4: Exergetic efficiency of trimethylbenzene depending on the pressure drop in the internal
recuperator (LTC fluid isopentane and R227ea, respectively)

Conclusion and future work

Biomass fired double-stage ORC using 14 different high temperature and 21 different low
temperature fluids was investigated. The results can be summarized as follows:

= Using alkylbenzenes as high temperature fluids in combination with isopentane as low
temperature fluid, exergetic efficiencies of more than 60 % can be achieved.

= A case study using 1,3,5-trimethylbenzene and decamethylcyclopentasiloxane in HTC,
isopentane and R227ea in LTC shows that the choice of the LTC working fluid influences
exergetic efficiency more than the choice of the HT C fluid.

= Calculation of the irreversibility rates within all heat exchangers gives evidence to the above-
mentioned dependency.

= For efficient LTC working fluids the dimensionless heat flow ratio &, defined as heat flow rate
to LTC divided by heat flow rate to HTC should be around 1.0 to reach high exergetic
efficiencies. For inefficient LT C working fluids @ should be as low as possible.

= For dry fluids an internal recuperator should be used from an exergetic point of view, however,
for each LTC fluid a specific pressure drop within the IR can be calculated from which exergetic
efficiency decreases with the usage of an IR.

In a next step double-stage ORC units will be compared with other advanced ORC concepts
(supercritical ORC, fluid-mixtures) from a thermody namic, exergetic and exergoeconomic point of
view. Also two expansion units will be designed by an industrial partner in the range of 5 kW each.

Nomenclature

specific exergy, kJ/kg
exergy flow rate, kW
specific enthalpy, kl/kg
irreversibility rate, W/K
mass flow rate, kg/s
molar mass, g/mol
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electric power, kW
pressure, bar
specific heat, kJ/kg

heat flux, KW

S specific entropy, kJ/kgkK
S entropy, kl/K

T temperature, K

Greek letters

n efficiency, %

AT temperature difference, K
0 dimensionless heat flow ratio
Subscripts

CON condenser

crit  critical

EV  evaporator

ex exergetic

Q. L T T

FG  flue gas

i isentropic
in inlet

out  outlet

P pump

PH  preheater
T turbine
TO  thermal oil
Acronyms

CC  coolingcircuit

HTC high temperature circuit
IR internal recuperator
LTC low temperature circuit
ORC organic rankine cycle
TOC thermal oil circuit
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Abstract:

The work deals with the realization of a prototype, the experimental testing and the modelization of a small-
size Organic Rankine Cycle. The components of the circuit, filled by the refrigerant R245fa, are an inverter-
driven diaphragm pump, a plate condenser, an electric boiler and a scroll expander. The latter is a hermetic
device, derived from a commercial HYAC compressor, and expected to deliver a power of about 1.5 kW. The
rotating speed of the expander, and of the electric generator contained in the same sealed vessel, is free,
and the three-phase variable-frequency alternating current is converted into a direct current by a rectifier.
The system is controlled regulating the feed pump speed and the vapor temperature at the boiler exit, while
the imposed braking torque is varied adjusting the resistance of the electric load connected to the generator.
Some performance parameters of the whole cycle and of the plant components have been investigated with
a series of experimental tests, whose results are discussed in the paper. The registered working parameters
and efficiencies are comparable with those expected from previous studies and reported in literature, even if
the system is not yet optimized.

These results are the basis for the numerical modelization of the cycle, realized with the simulation software
LMS Imagine.Lab AMESIm®. This has been chosen for its wide libraries of fluid properties and cycle
mechanical and electric components and for its capacity to simulate systems also in transient conditions.
Such a feature will be needed in the future developments of the work. Once the numerical model has been
realized and calibrated on the basis of the experimental measurements, it will be used to achieve a better
knowledge of the physical system, to understand which are the main problems to solve in order to achieve
better performances, and finally to choose a more suitable control strategy for the prototype.

Keywords:
Organic Rankine Cycle, scroll expander, ORC test bench, ORC dynamic modelization.

1. Introduction

Heat recovery represents one of the most important ways to increase the systems efficiency, to
reduce the fossil fuels consumption and therefore to reach the energy sustainability. When the
rejected heat is available at high temperatures (e.g. from certain industrial processes, from gas
turbine exhaust gases or from concentrating solar panels), electricity can be generated from the
thermal power through a number of solutions, like steam Rankine cycles or Stirling engines.
However, these technologies are unsuitable to hot source temperature below 500 °C, due to both
low efficiencies and technical unfeasibility. According to Bianchi and De Pascale [1], these low
temperature sources could be exploited for electric power production through thermo-electric
systems or organic Rankine cycles (ORC). While the first technology, based upon the Seebeck-
Peltier effect in semiconductors, can be applied only to very small scale systems (below 500 W), the
range of power of ORCs is wide, from 1 kW up to 3 MW, so they can be considered for a number
of different applications, such as recovery from medium-low temperature industrial wasted heat,
biomass-fed cogenerators, low temperature solar cycles or small geothermal plants. For this reason,
ORCs have been widely studied in the last 25 years, and interest around this technology is growing:
in the first international conference on ORC power systems held in Delft, The Netherlands in 2011,
a large number of works, available on the conference website [2], have been presented, covering all
the above cited applications. Today several units are available on the market, but most applications
are in the medium-high power range (100 kW — 3 MW), while domestic size cycles are not much
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commercially exploited [1]. However, small sizes ORCs are suitable for several applications, such
as electric generation in remote houses, domestic CHP units or thermally driven heat pumps [3]. For
this reason, a number of researches have been conducted in the last years, with the aim of studying
an acceptable efficiency and cost effective system suitable for domestic applications. In previous
papers, the authors have investigated the performances of a scroll expander [4], of a reciprocating
one [5] and of different cycles equipped with these machines [6]. After these experiences, the
prototype of ORC presented in this paper has been designed, built and tested, to have at disposal a
test bench for achieving a better knowledge of the behavior of the system, in both stationary and
transient operating conditions. In particular, the first experimental data acquired on the facility have
been used to calibrate and validating in stationary conditions a dynamic model of the system,
realized with the simulation software LMS Imagine.Lab AMESIm®. The model will be used to
define the most suitable control strategy for the ORC, according to the technical requirements of the
various heat recovery applications. The strategies will be then applied and tested on the test bench.

2. Description of the ORC prototype

In this section a brief description of the ORC system, reported in Fig. 1, is given, focusing on the
peculiar features of the main components. The first design choice has been the selection of the
working fluid: on the basis of a preliminary study [6], R245fa has been taken into account, for its
thermo-physical, environmental and safety features. Since the goal of this first-phase work is to
achieve a general knowledge of the system and to learn how the controllable variables could affect
the performances, a simple cycle (without regeneration) has been chosen. In this classical
arrangement of a Rankine cycle, the closed loop filled by the working fluid is formed by the feed
pump, the vapor generator, the expander and the condenser, in this order, as visible in Fig. 2, which
reports a sketch of the components and the different phases on (T,s) diagram.

The chosen pump is an inverter-driven diaphragm unit, because the membrane placed between the
fluid chamber and the piston zone ensures both a perfect sealing of the circuit towards environment
and the feasibility of high pressure ratio, even pumping a liquid as R245fa that has a very low
viscosity and has no lubricant properties. These features make impossible the use of other more
common and cheap devices such as gear pumps.

An electric boiler has been chosen to evaporate the fluid: this seemed to be the best solution for an
experimental prototype, since it allows setting directly the superheating temperature and reduces the
thermal inertia with respect to other boiling systems, therefore decreases the time needed to reach
an imposed steady state condition. Moreover, an electrical boiler features a great flexibility in
control strategies, allowing simulating also the dynamic behavior of different real heat sources, such
as a condensing boiler or a solar panel system.

Fig. 1. Experimental ORC setup.
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Thanks to the previous works, the expander was the most known component: it has been decided to
use a scroll machine, due to its demonstrated high isentropic efficiency, up to 0.65 - 0.70 [7, 8], and
its diffusion on the market as HVAC compressor. These devices are commonly hermetic, with the
compressor and the electric motor in a unique sealed vessel, and cover a wide range of power and
compression ratios, due to the large number of applications in air conditioning and refrigeration.
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Fig. 2. Main components of an ORC (left) and thermodynamic transformations reported on (T,s)
diagram for R245fa as working fluid (right).

Since both the compressor and the electric machine could operate in reverse mode, as an expander
and a generator respectively, without major revisions [9], a slightly modified, small sized (in the
range of power around 1 kWe) unit has been ordered from the manufacturer and installed in the
system. Since the shaft speed of the group is free, the three-phase voltage is generated by the
alternator at variable frequency, so it is converted in direct-current by a power conditioning system.
Finally, the power is dissipated on a programmable electronic load, capable to measure all the
electric variables related to the DC power, while the AC frequency, measured to detect the expander
shaft speed, is recorded upstream of the rectifier unit.

A commercial plate heat exchanger has been chosen as the condenser, the last major component of
the circuit. In this unit the fluid is de-superheated, condensed and slightly subcooled by industrial
water. Then the R245fa flows into the liquid receiver interposed between the condenser and the feed
pump.

The test bench has been completed with a series of measurement devices, such as thermocouples,
pressure sensors and a Coriolis flow meter at the pump outlet, other than the electric equipment
described above.

After the thermal insulation of all the hot parts of the circuit, the latter has been purged with
nitrogen, evacuated with a vacuum pump and finally filled by a mixture of R245fa and lubricant, as
required by the expander. Since the selected oil ensures the solubility in the refrigerant and since
quite high velocities are always reached in the circuit, the circulation of the mixture along all the
system is acceptable, avoiding the need of an oil separator downstream of the expander.

3. Experimental tests

The first tests conducted on the system, and described in this paragraph, had the aim of achieving a
general knowledge of the prototype, verifying the rough correspondence between measured and
expected performances and obtaining the set of data needed to calibrate the developed ORC
simulation model.

Further experimental work is required to define properly the potentialities of the system, to optimize
its efficiency and to find the best working conditions. These tests will be carried out in the future,
after the definition of a suitable control strategy for the cogenerator: this task will be achieved using
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the dynamic model already cited in the introduction, so the need of experimental data for the
calibration of the code justifies the tests on this un-optimized prototype.

Basically, the data required for the validation of the model are pressures and temperatures of the
fluid measured along the circuit, mass flow rates and the values of the electric variables of the
generated power. Two global performance indexes are taken into account: the expander isentropic

efficiency, 7,,,;s, and the cycle electric efficiency, nyqc -

The first one, widely used in literature regarding scroll machines [10], is defined by (1):
P

L= € 1
UEXPYIS m (hin - hout,is ) ( )

where P is the electric power delivered by the expander, measured as the power dissipated on the
electronic load, mis the working fluid mass flow rate, h;, is the specific enthalpy of the fluid at the
expander inlet and hoyt s is the specific enthalpy of the fluid after an isentropic expansion from the
inlet conditions to the discharge pressure. It must be noted that this is not the classical definition of
isentropic efficiency usually adopted in the turbomachinery performance analysis: at the numerator
there is the net delivered power (i.e. depurated from mechanical and electric losses), instead of the
enthalpy drop of the actual expansion (that in a turbomachinery, but not ina scroll expander, can be
considered an adiabatic process, so that the enthalpy drop corresponds to the specific work). The net
power is then compared to the work rate of the fluid in an ideal adiabatic expansion, within the
hypothesis that kinetic energies in the expander inlet and discharge measurement sections were
negligible.

The cycle electric efficiency is defined by (2) as the ratio between the net electric power generated
by the systemand the heat rate absorbed by the fluid in the boiler:

P,—P,
= )
UORC m (h\/G,out - hVG,in)

where Py, is the power absorbed by the pump, hve out is the specific enthalpy of the fluid at the vapor
generator outlet and hyg in is the specific enthalpy of the fluid at the boiler inlet.

In these preliminary tests, the system has been controlled adjusting three variables: the shaft speed
of the pump (therefore the volumetric flow rate flowing through the pump), the temperature of the
fluid at the boiler outlet and the resistance of the electronic load (therefore the braking torque
applied on the expander). After the variation of one or more of these parameters by the operator, the
system reacts and, after a brief transient, reaches a new equilibrium state, operating with different
values of the free parameters, such as the working pressures and the expander rotational speed.

In Fig. 3 the superheating degree of the fluid at expander inlet as a function of the expansion ratio
(the pressure ratio across the machine) is reported for all the considered pump speeds, “sumz and
vapor temperatures, Tmaxi=. This parameter, defined as the difference between the actual fluid
temperature and the saturation temperature at the actual pressure, has been used to carry out some
considerations on the ORC control system.

As shown in the diagrams, when the temperature imposed at boiler outlet is relatively low, the
degree of superheating remains always around 0 K, i.e. the vapor is produced at saturated or
partially saturated conditions. In this situation, the quality of the vapor could not be controlled,
since only one parameter of the fluid, the temperature, could be set: for example, the actual
regulation system could shut down the electric heaters when the fluid reaches a low degree of vapor
saturation, due also to inaccurate temperature measurements linked to thermocouples precision. So
the need of a different control system has been demonstrated already after the first tests: in the
future layouts of the prototype, a new control strategy will be implemented in the system regulation
software, allowing the operator to set the superheating degree instead of the absolute vapor
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production temperature and, in case, a flow meter, capable to detect the fluid density, will be
installed between boiler and expander.

For the reason explained just above, the recorded measurement points with a degree of superheating
near to 0 K has been excluded from successive elaborations. The isentropic efficiency of the
expander, defined by (1), is reported in Fig. 4 as a function of the pressure ratio. The trends, slightly
decreasing with the expansion ratio, show that the machine is operated in under-expansion (i.e. with
a pressure ratio higher than the one defined by the geometry), which is a condition much more
preferable than over-expansion, since the latter causes a quick drop of efficiency [4].
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Fig. 3. Degree of superheating of the fluid at the expander inlet as a function of the expansion
ratio, at different temperatures of vapor production , for pump shaft speed equal to 300 rpm (left)
and 400 rpm (right).

The average values reported in literature for scroll expander isentropic efficiency are usually in the
range between 0.60 and 0.65 [9, 11-13], with peaks of 0.68-0.70 [8, 11, 14, 15]. The efficiency
achieved by the tested scroll is in a good agreement with these values, as shown in Fig. 4, and this
confirm that both the displacement and the built-in volumetric ratio of the machine is suitable for
the cycle size, and also that the few modifications made by the manufacturer on the scroll
compressor are sufficient to achieve good performances in expander operation mode.

The first law efficiency of the cycle, defined by (2), is reported in Fig. 5 in the same conditions of
the previous figures. It can be noted that the efficiency measured on the system, in all the
considered working points, is always around 0.08, with only limited variations with the expansion
ratio: this last behavior is due to the combination of the scroll efficiency, slightly decreasing with
the expansion ratio, as just reported in Fig. 4, and the theoretical cycle efficiency, which increases
with the evaporation pressure. The mean calculated value, 0.08, seems to be in good agreement with
the results achieved from the numerical simulations of a not regenerative ORC of the same size [6].
It must be underlined once again, however, that these are the performances of a system during its
very first tests: after the optimization of the cycle, the improvement of some components such as
the thermal insulation and the control system, and the possible installation of an internal
recuperator, global efficiencies higher than 0.10 are expected, which can be considered good
performances, taking into account the low maximum temperatures of the cycle.

In Fig. 6 the expander shaft speed is reported as a function of the expansion ratio, for different
maximum temperatures and feed pump velocities, like the previously analyzed variables. As already
written, in this prototype the scroll velocity is free, governed only by the equilibrium between
driving and braking torque: when a higher load is applied, the expander slows down, causing a
larger chocking effect for the fluid. In this way, a higher pressure ratio is created across the machine
(and this explains the trends shown in Fig. 6), so finally a larger driving torque is delivered by the
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expander, equilibrating the braking one. As shown in Fig. 6, the speed assumed by the expander
during the tests varies between 3000 and 4500 rpm, and the variations in velocity approximately
counterbalance the different torque regulations: in fact, as reported in Fig. 7, the delivered power at
given values of pump speed and vapor temperature is more or less constant with the expansion
ratio, varying from 1100 W (for the lower pump speed and the minimum vapor temperature) to
1500 W (for the higher ones).

It’s interesting to note, in Fig. 3 to 7, that the pump speed, and thus the R245fa flow rate, does not
influence significantly the performances of the system, with the obvious exception of delivered

power, which

increases with the mass flow rate.
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4. Simulation model

The numerical model of the system has been realized with AMESIim® (Advanced Modeling
Environment for performing Simulations of engineering systems) [16], a simulation software for the
modeling and analysis of one-dimensional systems. The package offers a suite oftools to model and
analyze multi-domain, intelligent systems and to predict their multi-disciplinary performance.
Model components are described taking into account the system’s actual hydraulic, pneumatic,
mechanic, electrical, thermal and electromechanical behavior. The source code for most of the
standard submodels is provided, allowing the user to modify existing models to fit them to his
needs. Users can also develop their own submodels, programming in C or in Fortran. AMESIim® is
particularly suited to the development of dynamic models, so that various control strategies of the
modelized system can be tested and transient operating conditions, potentially dangerous, easily
simulated. A major difference with standard Simulink is that the variables, shared at the ports
between submodels, are physical and operate in both directions.

A sketch of the ORC simulation model is reported in Fig. 8. It comprises the schemes of the ORC
circuit assembly, slightly simplified with respect to the real one, and of the alternator, power
conditioning system and electric load. The values of the resistance are converted into the braking
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torque applied on the expander in the ORC assembly. The resistance values chosen during the
experimental tests are taken into account in the validation phase.

Properties of R245fa have been obtained selecting the operating fluid in the software standard “two
phase flow” library. The effects of lubricating oil concentration on the thermo physical properties of
the oil-refrigerant mixture, which operates as working fluid in the real system, have been neglected.
The expander is simulated with the standard TPFTURBOO submodel. The required values of
displacement and of isentropic, mechanical and volumetric efficiencies have been obtained on the
basis of technical data provided by the scroll manufacturer and the combined use of some
experimental results and of a scroll simulation tool, previously developed by the authors [4].
Efficiencies values have been considered constant and the expansion process adiabatic: these
assumptions are not quite correct and will be removed with the planned development of an
improved expander submodel. The pump is modeled as a standard fixed displacement hydraulic unit
with given volumetric and mechanical efficiency, which values have been estimated on the basis of
the performance curves reported in a technical data sheet. Condenser is modeled with a small
number of standard components, as shown in Fig. 8. Its internal volumes and heat capacities have
been obtained on the basis of technical data sheets and direct measurements on the prototype. The
mass of refrigerant introduced in the system has been measured during the experimental set up, but
due to some leakages of fluid happened during the running in, it has been considered, withina range
of reasonable values, as a free validation parameter, together with the internal volume of the
vaporizer circuits, which effective value is only approximately known. Other free validation
parameters were the gain coefficients of the friction losses in the connecting pipes. Optimization
has been carried out with both NLPQL and genetic algorithms, with the objective of minimizing the
error on the expander shaft speed, at a reference experimental operating point. This was chosen
corresponding to a pump wvelocity of 300 rpm, vapor superheating temperature of 130°C and
resistance set at 70 Q.
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Fig. 8. Sketch of the AMESIm® simulation model of the ORC prototype and of the electric load.
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5. Comparison between experimental and numerical data

Once the model had been calibrated, its outputs at different working conditions have been compared
with experimental measurements, to verify its accuracy. In Fig. 9 several diagrams are reported,
which underline the correlation between experimental and numerical results: a perfect
correspondence between the two sources of data would result in a point placed on the bisector of the
planes.

The first diagram shows the expander shaft speed: a satisfactory correspondence between the two
series of data can be noted even if, in some particular working conditions, the model over-estimated
the real values. The second diagram reports the voltage supplied by the system after rectification, as
representative of all the electric parameters simulated by the model: in this case, the correlation
between numerical and experimental data could certainly be considered good, confirming the
accuracy in the modelization of the electric devices.

The model exhibited larger difficulties in calculating accurately the fluid properties, in particular the
pressures at some sections of the system: for example, in the diagram reporting the pressure at
boiler outlet in Fig. 9, a general underestimation by the model is highlighted. The poor correlation
can be due to inadequate model calibration, but also to a scarce correspondence of the fluid
properties sub-models with the actual operating fluid composition or even to the simplified
modelization of some plant component. In fact, the real system is filled by a mixture of R245fa and
lubricant, while the simulation is carried out taking into account only the refrigerant as a pure
substance. Besides, the expander is modeled as an adiabatic machine with constant efficiency while,
in the used scroll device, heat transfer is not negligible and efficiency varies. In the first phase of the
research, the approximation given by these simplifying hypotheses is considered sufficient, but the
accuracy in calculating the thermodynamic properties of the fluid is surely affected by the cited
factors. Another cause of the poor correlation can be, for low temperatures at boiler exit, the already
described problems in the control of the system: the presence of fluid with an unknown quality of
vapor at the expander inlet results in measurement errors and difficulties in calculating the exact
fluid properties. The simulation model achieves a greater accuracy in calculating the pressure at
condenser outlet, as reported in the corresponding graph in Fig. 9: in this section, the
thermodynamic state is strongly influenced by the temperature of the cooling water, which is a
direct calibration parameter for the model, so a better correspondence between experimental and
numerical results is reached.

Obviously, due to the problems highlighted in the definition of the thermodynamic states of the
fluid, even the calculation of the working parameters of the system based on these states is affected
by a relatively low accuracy. For instance, as shown in the corresponding diagram in Fig. 9, the
calculated values of the enthalpy drop across the expander lie in a quite large region around the
plane bisector. In particular, an underestimation occurs when the vapor production temperature is
set on high values, i.e. 150 °C. On the other hand, the global working parameters of the system, i.e.
the delivered power and the electric efficiency of the cycle, are only slightly overestimated, as
shown in the last two graphs in Fig. 9: in these cases the accuracy is satisfactory, since the scarce
precision revealed in the thermodynamic properties estimation is counterbalanced by the good skill
of the model to calculate other data such as the fluid flow rate or the electric output. In particular,
the mean relative error detected in the numerical estimations of the delivered power is lower than
5%, while the global efficiency is overestimated, on the average, by only one percentage point.

In summary, the comparison between numerical and experimental data highlighted an accuracy of
the simulation model which surely has to be improved but, at the moment, it can be considered
already sufficient for a tool useful to carry out dynamic simulations having the aim of defining
suitable control system strategies.
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Fig. 9. Comparison between the results of measurements and the model outputs of different
working parameters, in the operating conditions reported in the legend.

6. Conclusions

The first part of this paper described an experimental prototype of an ORC-based cogenerator and
the first tests conducted on it. The elaboration of the measurement data revealed very promising
performances for the system, with a global electric efficiency of about 0.08, even if these has been
the very first tests and all the different parts of the cycle need an optimization. However, some
malfunctions were detected, mainly related to an unsuitable system of controlling the vapor
production temperature, which needs to be modified in the next versions of the prototype.

A dynamic numerical model of the cycle has been realized, using the data recorded after the first
sessions of measurements for calibration and validation. The correspondence between experimental
and simulation results has been satisfactory in general, so the usefulness of the tool for the study of
possible improvements of the system is demonstrated. However, the accuracy of the model is not so
good in prediction of the thermodynamic state of the fluid in the different sections of the circuit.
This is due to approximations in the calculation of operating fluid properties and to the simplified
modelization of the expander, other than to the scarce quality of some data used for calibration. In
particular, quality problems regard data relative to the working points featuring a low degree of
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superheating, which represent situations not completely governable by the control system actually
installed on the prototype. For these reasons, a parallel development of both the test bench and the
numeric model is scheduled, using the results obtained from one of them to improve the other.
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Nomenclature

CHP Combined Heat and Power Production

h specific enthalpy, J/kg

HVAC Heating, Ventilation and Air Conditioning
m mass flow rate, kg/s

ORC Organic Rankine Cycle

P power, W

Greek symbols

n efficiency, -
Subscripts and superscripts
e, exp expander

in inlet

IS isentropic

out  outlet

p pump

VG  vapor generator

References

[1] Bianchi M., De Pascale A., Bottoming cycles for electric energy generation: Parametric
investigation of available and innovative solutions for the exploitation of low and medium
temperature heat sources. Appl Energy 2011;88:1500-1509.

[2] First International Seminar on ORC Power Systems (ORC2011) - Awvailable
at:<http://www.orc2011.nl/> [accessed 13.1.2012].

[3] Demierre J., Henchoz S., Favrat D., Prototype of a thermally driven heat pump based on
integrated organic Rankine cycles (ORC). In: ECOS 2010: Proceedings of the 23th
International Conference on Efficiency, Cost, Optimization, Simulation and Environmental
Impact of Energy Systems; 2010 Jun 14-17; EPFL, Lausanne, Switzerland.

[4] Clemente S., Micheli D., Reini M., Taccani R., Numerical Model and Performance Analysis
of a Scroll Machine for ORC Applications. In: ECOS 2010: Proceedings of the 23th
International Conference on Efficiency, Cost, Optimization, Simulation and Environmental
Impact of Energy Systems; 2010 Jun 14-17; EPFL, Lausanne, Switzerland.

[5] Clemente S., Micheli D., Reini M., Taccani R., Performance Analysis and Modeling of
Different Volumetric Expanders for Small-Scale Organic Rankine Cycles. In: ESFuelCell

176



[6]

[7]
[8]
[9]
[10]

[11]

[12]
[13]
[14]
[15]

[16]

2011: ASME 2011 5th International Conference on Energy Sustainability and 9th Fuel Cell
Science, Engineering and Technology Conference; 2011 Aug 7-10; Washington, DC, USA.
Clemente S., Micheli D., Reini M., Taccani R., Preliminary Design of Organic Rankine
Cycles with Scroll Expanders. In: ICAE 2011: 3rd International Conference on Applied
Energy; 2011 May 16-18; Perugia, Italy.

Quoilin S., Lemort V., Lebrun J., Experimental study and modeling of an Organic Rankine
Cycle using scroll expander. Appl Energy 2010;87:1260-1268.

Kane M., Larrain D., Favrat D., Allani Y., Small hybrid solar power system. Energy 2003;28:
1427-1443.

Zarelli R., Favrat D., Experimental investigation of a hermetic scroll expander-generator. In:
12th Int. Compressor Engineering Conference; 1994 Jul 19-22; Purdue, IN, USA. p. 459-464.
Winandy E., Saavedra C., Lebrun, J., Experimental analysis and simplified modeling of a
hermetic scroll refrigeration compressor. Appl Therm Eng 2002;22:107-120.

Lemort V., Teodorese I.V., Lebrun J., Experimental study of the integration of a scroll
expander into a heat recovery Rankine cycle. In: 18th International Compressor Engineering
Conference; 2006 Jul 15-20; Purdue, IN, USA. p. 1-8.

Yanagisawa T., Fukuta M., Ogo Y., Hikichi, T., Performance of an oil-free scroll-type air
expander. Proc IMechE Part C 2001;591/027:167-174.

Saitoh T., Yamada N., Wakashima S.I., Solar Rankine cycle system using scroll
expander. J Environ Eng 2007;2(4):708-7109.

Hugenroth J., Braun J., Groll E., King G., Experimental investigation of a liquid-flooded
Ericsson cycle cooler. Int J Refrig 2008;31:1241-1252.

Lemort V., Quoilin S., Cuevas C., Lebrun J., Testing and modeling of a scroll expander
integrated into an Organic Rankine Cycle. Appl Therm Eng 2009;29:3094-3102.

LMS Imagine.Lab AMESIm — Available at: <http://www.Imsintl.com/LMS-Imagine-Lab-
AMESIim> [accessed 2.5.2012].

177



PROCEEDINGS OF ECOS 2012 - THE 25™ INTERNATIONAL CONFERENCE ON
EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS
JUNE 26-29, 2012, PERUGIA, ITALY

Model of a small steam engine for renewable
domestic CHP system

G. Ferrara?, G. Manfridab, A. Pescioni

Universita degli Studi di Firenze, Dipartimento di Energetica “Sergio Stecco”, Firenze, ltaly,
dGiovanni.Ferrara@unifi.it
bGiampaolo.Manfrida@unifi.it

Abstract:

A small steam expander is proposed, which can find promising applications in the conversion and utilization
of low-grade heat resources of different nature, such as geothermal, solar, and recovery of waste heat. The
product to be developed should be able to work with small flow rates and low upper temperature (100-
150°C), while rejecting heat at a level still interesting for heating or cooling (with an absorption machine), that
is, 50 to 80°C. The efficiency is necessarily low, but electricity can be seen within this views as a by-product
with respect to heat. The device should be compact, simple and capable of easy control in order to match
electric production and loads, which is a key point in off-grid applications.

Reciprocating engines are a 19th-century tradition for steam expanders; however their technology can be
revisited due to advances in materials and in engine control systems, derived from the IC engine sector.
Nowadays valve opening/shutoff can be largely controlled by electronic/hydraulic systems, and for small
sizes direct DC electricity production, possible at variable speed, can be proposed.

This paper presents a thermodynamic model of the reciprocating engine using real-fluid and real cycle
assumptions. It includes a heat transfer model for non-adiabatic compression and expansion, losses through
admission/discharge valves, and the effects of dead space. The model applies quasi-stationary modeling of
the system: however, its results are successfully compared with those of a dynamic model, working under
perfect-gas assumptions. The model allows to calculate and analyze the performance of the system,
including its dependence on the main design parameters. The results indicate that the technical solution can
be applied and that the performance of the CHP system is competitive with respect to other technologies for
renewable energies.

Keywords:

Steam engine, Small Combined Heat and Power Systems, Renewable Energy, Low-Temperature heat
Sources.

1. Field of application of small steam engines

The concept of distributed energy conversion and utilization systems is rapidly developing, with a
growing attention to off-grid concepts, allowing small houses and/or activities to be independent
from services (energy, sewage, information flows) requiring expensive networks of wires and
piping. Small steam engines could be devices of relevant interest for the market of combined heat
and power (CHP) and distributed electricity production for dwelling applications.

Expanders considered for organic vapours are usually of the scroll or screw type [1, 2, 3, 4, 5]; these
expanders have been developed or adapted from compressors used in refrigerating units, and
typically cover a range from 10 to 25 kW. The idea is to propose the development of smaller units,
in the range from 1 kWe (individual dwellings, possibly connected by a smart grid) to 10 kW
(covering the energy needs of small multi-family dwellings). To this end, it was decided to
reconsider a well proven technology, that of reciprocating engines. The use of this machine as a
steam expander can be traced back to 19'-century tradition, and design methods and technical
solutions were advanced considerably in the 20" century [6]; however the technology can be
revisited considering advances in materials and in engine control systems, derived from the IC
engine sector. Nowadays valve opening/shutoff can be largely controlled by electronic/hydraulic
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systems, and for small sizes direct DC electricity production, possible at variable speed, can be
proposed; it is even possible to consider adaptation of existing IC engines, or to use existing
manufacturing lines for large-scale production.

1.1 - Mode of operation

The reciprocating engine operates with the traditional rod mechanism. The engine is placed between
two reservoirs (Figure 1): the steam vessel works as a high-pressure reservoir (HPR) and heat/steam
accumulator: it is connected to the external heat source (for example, a field ofsolar collectors, or a
geothermal heat exchanger). A recirculation loop ensures favorable conditions for heat transfer (a
low quality of steam). The dry steam is taken from the upper part of the reservoir, and routed to an
external super-heater which operates directly on the engine flow rate!. The condenser is the low-
pressure reservoir (LPR), covering the building heat load?: typically it is kept at a temperature of 60
to 70 °C. A small pump makes up for the pressure difference between the reservoirs.
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Fig. 1. Schematic of reciprocating steam engine circuit

In practice the engine would be a multi-cylinder unit, of a type similar to what has been developed
for heat recovery in IC engines or for biomass applications [5, 6]. With respect to a traditional cycle
of an IC engine, the valve timing is completely different. A full cycle is realized in one single turn,
following a two-stroke operation mode. The following description applies to the limit cycle (ideal
engine, real fluid conditions), which has been previously analyzed [8]. With reference to Figure 2,
the Discharge Valve is maintained open to the upper dead end (UDE), so that the compression
phase is absent.

! The external Heater 2 would typically be using a heat source providing higher temperature, such as a set of parabolic
troughsolar collectors

During summer it is possible to consider operation of the condenser at higher temperature, and coupling to an
absorption cooling loop.
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Fig. 2. Steam Reciprocating Engine- Limit cycle

At the UDE the Discharge Valve is closed and the Admission Valve is opened. Steam flows under
high pressure difference, rapidly filling the dead space volume (constant-volume admission, 2-5).
When the HPR pressure is reached, steam flows inside the cylinder at constant pressure, with
increasing volume, until the Admission Valve closes (Constant-pressure admission, 5-3). The
expansion phase 3-4 is treated as adiabatic and isentropic (limit cycle). At the Bottom Dead End,
the Discharge Valve is opened, and steam exits the cylinder under relevant pressure difference, at
constant volume (4-1); when the condenser pressure is reached, discharge of steam continues at
constant pressure until reaching the upper dead end (1-2).

1.2 — Engine parameters
In order to have a parametric description of the cycle, the following parameters must be introduced:

Volumetric compression ratio:

Vl
—_1 1
P v, @)
Admission Grade (Cut-offratio):
g=Y:"Vs @)
Vo

Where Vp is the engine displacement, Vp = V1 — Va.
The Expansion Grade is defined as:

Vy

Vs 3)
Defining the non-dimensional dead space as:

=
I
SIS

(4)

it can be shown that:
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The problem of determining the mass of fluid operating in the engine was examined and the
solution approach was explained in [8] (considering the mass of fluid entrapped in the dead space at
the end of the discharge stroke). The method is here generalized to simulation of the real cycle,
considering the pressure drops in the discharge and admission valves, that is, calculating the
volumetric efficiency of the engine. As in [8], no steam recompression process is considered, that
is, the Discharge Valve is kept open until very close to the UDE.

2. Real Cycle Model

With respect to the Limit Cycle [8], the Real Cycle Model adds several complications, which result
in the typical cycle diagram looks like in Figure 3, showing a sample calculation.

Basically:

1. the base pressure at point 2 must be iterated froma first guess

2. the mass remaining in the dead space must be iterated (as in the limit case)

3. the admission phase is simulated with a pressure loss model, depending on the admission
valve lift

4. the expansion phase includes a heat release model from the expanding fluid to the cylinder
walls

5. the discharge phase is simulated with a pressure loss model, depending on the discharge

valve lift.

Pressure [bar]

a 50 100 150 200 250 30:0 350

Valume [em”3]

Fig. 3. Steam Reciprocating Engine - Real cycle (Quasi-Stationary model output)

The real cycle model requires a description of the intermediate cycle points, which are calculated
from the volume-crank angle relationship:
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The whole model was implemented using the EES software [7], taking full advantage of the built-in
steam properties which allow to consider real fluid properties in all thermo-fluid-dynamics
processes.

2.1. Admission phase

The admission phase goes from point 2 (0° crank angle) to point 3 (beginning of expansion phase,
determined by the selected Admission Grade); the fluid conditions are solved point by point with a
small do. Each point between 2 and 3 is solved with a stationary model, which consists of three
steps in cascade:

a) steamenters from the AV at constant volume, passing from the HPR to the cylinder

b) steamexits from the DV, always at constant volume (only if this is kept open, DVCD>0)

c) evaluation of the change of volume of the system (valves are still open but no steam enters

or exits from the cylinder in this step). Updating of 6 for next point.

The valve lift is modelled by a power law in function of 6; from the valve lift as a function of 6, the
flow cross section is calculated during step a) (inlet flow) and b) (outlet flow).

During step (a), the upstream conditions are those in the HPR (superheated steam); the ideal mass
flow is calculated using perfect-gas assumptions and isentropic flow through a convergent duct,
determining if the flow is critical (as is usually at the beginning of admission, with limited lift and
cross section) or subsonic. The real mass flow is calculated using a flow coefficient:

fCE_ = ﬂ = f{“ft, D;ﬁrj

m; (7)
The conditions inside the cylinder are updated assuming that the addition of the real mass flow
through the valve takes place withan isenthalpic transformation.
During step (b) (AV, DV open), the mass flow exiting the system is calculated similarly; here, the
upstream pressure is that inside the cylinder, while the downstream value is that in the LPR.
Differently from step (a), the upstream condition can be of saturated steam: in this case (checked
automatically by the model) it is assumed that only the gas phase contributes to the fluid dynamic
action; the liquid phase contributes only to the total mass of steam inside the cylinder.
Hence, to calculate the ideal mass flow with saturated steam as upstream condition, the conditions
are considered as dry saturated steam at the same temperature.
At the end of step (b) the conditions inside the cylinder are updated with the same assumption done
at the end of step a).

During steps(a) and (b) the valve lift is calculated with the following equation

lift, = lift,.,.,(1 +aa+X® + bb « Xf 4 cc X8 +dd =XP) (])
with
_ 0D,y oD,
2 —=a2-0
X-= Op 2—
“UA 0D,
2 or X= ) (9)
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respectively during closure or opening of the admission valve.

During step c) the system is treated as a closed system, solved simply with conservation of energy
and mass. The crank angle 6 is updated (with step d6°) as well as the conditions inside the cylinder;
the process is then restarted from step (a) with the updated angle, or with expansion phase if the
point 3 is reached.

2.2. Expansion phase
The expansion is modelled through a step-by-step closed-system energy balance, starting at 6 = 03:

Ug —Ug-g = —dWpg —dQ,, (10)

At each step, u = f(V, T) = f(6, T(0)). The internal energy is decreasing with increasing expansion,
both because of work extraction, and heat release to the cylinder walls. This last can be evaluated
as:

dQup = HS(Tpp — T;) (11)

The cylinder surface T, is assumed constant; Ty is determined as the average between To., and Ty
(this last is unknown and determined iteratively; the isentropic value is assumed as first guess).

The expansion phase was modelled considering a sequence of at least 100 volume steps. At the end
of the expansion, the overall work and heat released to the environment can be calculated summing
alldWs and dQs.

2.3. Discharge Phase

The discharge phase is treated similarly to the admission, from point 4 (end of expansion phase) to
point 2 (0° crank angle), solved point by point as before. The three steps are:

a) steam enters from the AV at constant volume(only if this is kept open, AVAO>0), passing
from the HPR to the cylinder

b) increase of volume of the closed system (valves are still open but no steam enters or exits
from cylinder).

c) steamexits from the DV. Updating of 6. If point 2 is reached, check of convergence.

Each single step is treated as in the admission phase. When point 2 is reached, the model checks the
convergence comparing the new mass with the one supposed as first guess at the beginning of the
cycle. If the convergence is not acceptable (a relative error between successive iterations is used for
this check), the mass of point 2 is updated as the average between the old and the new one, to starta
new iterative cycle.

2.4. Model Assembly — Calculation of Performance Variables

After the detailed modelling of the admission, expansion and discharge (including overlapping of
the three phases as described previously), it is possible to calculate the overall work as:

% During the admission and discharge phases, a very small value of d is used, typically d® = 1° or 0,1°
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Where Whpyo is the discharge work (work obtained during the Discharge Phase), Watot IS the
admission work (work obtained during the Admission Phase), and Weyp is the expansion work
(work obtained with the admission and discharge valves closed).

The first-law balance of the admission transformation allows to calculate the Heat Input:

Q1 = Q4. +Qyy 13)
Q4 = u[5] —ulz] (14)
Qip = h[31-hI21+ W, 15)
Wy, = PI51+ (V[3] - V[5D=+100 (16)

The cycle efficiency is calculated as:

— wtl:l‘l:
Q, (17)

and the Power Output as :

_ Wi *RPM

P 60 (18)

2.5. Non-Stationary model

The assumption of a quasi-stationary flow is often non-realistic in reciprocating engines. In the
present case, the rotational speed is limited and non-stationary effects are expected negligible;
however, it was decided to perform a check of the model described at point 2 using a widely-used
commercial non-stationary software package developed for IC engines, WAVE [11]. Wave has not
been built for such a this application and so it does not allow to consider real fluids, as it applies
perfect-gas relationships derived from compressible gas dynamics. However, it is fully capable to
calculate wave propagation in ducts, as it solves 1-D Navier-Stokes non-stationary flow equations
including, where necessary, heat transfer and pressure losses by using experimental correlations.
The model was assembled following the directions of the WAVEBUILD application; a complete
description of the inlet/outlet ducts geometry, valve size, lift and timing is necessary for building
the model.
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As a result of the calculation, a typical cycle diagram is shown in Figure 4:
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Fig. 4. Steam Reciprocating Engine - Real cycle (Non-Stationary model output)

3. Reference case

As a reference case, the basic data of an experimental engine were considered [9, 10].
p =20

Displacement =300 cm® (Bore x Stroke = 72,6 X 72,6 mm);

Crank/Rod ratio = 0,27

Geometrical compression ratio = 20

Discharge and Admission duct lengths = 100 mm

Rotational speed =2300 rpm;

0=0,30 (Cut-Off, Design Value)

Admission valve diameter =30 mm, maximum lift =4 mm

Discharge valve diameter = 30 mm, maximum lift = 6 mm

The valve lift trend vs. the crank angle 6 is shown in Figure 5. Figure 6 shows the profile of the
valve duct flow coefficient. These coefficients have been experimentally evaluated ona real engine
head with a geometrical valve-duct configuration consistent with the here-presented reference case.
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Fig. 6. Valve duct-flow coefficient

The operating conditions were set at values compatible with utilization of low-enthalpy heat
sources, such as non-concentrating or low-concentration solar thermal collectors, or low-medium

temperature geothermal resources; the LPR was kept at a temperature value compatible with a
building heating system, with moderate vacuum conditions at the condenser:

o Tupr=160°C
e Pppr=5 bar
e T pr=86 °C (Condenser pressure pypr =0,6 bar)

4. Application of the Cycle Models

4.1. Admission and discharge

Both models are able, through the application of Quasi-Stationary (QS) or non-stationary (NS) flow
modelling equations, to calculate the flow conditions across the admission and discharge valve. As
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a result, the flow rates can also be calculated, which are shown in Figures 7 (@) and 7 (b)
respectively.

Pollass Fhoow (il
Baris Flow [Le's]

Thens "] Theta "]

Fig. 7. Flow rate across the Admission (a) or Discharge (b) Valve cross section

NS = Solid Line; QS = Dotted line

It can be seen that the Quasi-Stationary (QS ) model is not able to reproduce the strong flow rate
oscillations during the short admission phase; in the case of the discharge valve, at least the quality
of the time profile is reproduced. For the Quasi-Stationary (QS) model, which is treating real fluid
(steam), it is meaningful to examine the Mach Number profiles during the admission and discharge
phases, which are shown in Figures 8 a and b respectively.
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Fig. 8. Mach number across the Admission (a) or Discharge (b) Valve cross section

(Quasi-Stationary model)

As a result of the calculations of the admission and discharge processes, it is possible to calculate
the mass present inside the cylinder as a function of the crank angle, which is shown in Figure 9; it
can be seen that the two models are providing similar results for this variable.
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Fig. 9. Steam Reciprocating Engine — Mass inside the cylinder

NS= Solid Line; QS= Dotted line

4.2. Overall performance

The overall results in terms of efficiency, power output and steam consumption are resumed in
Table 1:

Table 1- Overall results of cycle calculations

NS QS Limit Carnot
Efficiency, % 9,7 8,9 10,8 16,2
Power Output, KW 2,1 1,9 3,1
Steam flow rate, g/s 7,5 8,4 10,3

For comparison, the results of the limit cycle calculation [8] are also included; and the value of the
efficiency of the reversible heat engine (Carnot) operating between the upper and lower
temperatures is also included.

5. Parametric Analyses — Sensitivity to design values

After cross-validation of the two models, which was demonstrated at section 4, it is interesting to
consider their parametric application to determine:

a) Sensitivity to Cut-Off (Power modulation; Quasi-Stationary model)

b) Sensitivity to rotational speed (Partial- Load operation; Quasi-Stationary model)
c) Sensitivity to heat transfer coefficient (Expansion; Quasi-Stationary model)

d) Sensitivity to rotational speed (Partial- Load operation; Non-Stationary model)

5.1. Sensitivity to Cut-Off (Power Modulation; Quasi-Stationary model)
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Variable Cut-Off can be an effective way of adjusting power output to the required electricity load
of the local grid. The effects of changing Cut-Off on Efficiency and Power Output are shown in
Figures 10 (a) and (b):
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Fig. 10. Efficiency (a) and Power Output (b) with variable Cut-Off (QS model)

Figure 10 shows that it is possible to increase the power output, at the expense of decreasing the
engine efficiency. A Maximum Power condition is reached for very large Cut-Off values; however,

the efficiency decreases too much under these extra-power conditions.

5.2. Sensitivity to rotational speed (Partial-Load operation; Quasi-
Stationary model)

Changing the rotational speed can be an alternative to Variable Cut-Off for power modulation, if the

electric generator allows variable-speed operation (in practice, a DC generator with variable-speed

AC inverter is needed). The effects of changing the rotational speed on Efficiency and Power

Output are shown in Figures 11 (a) and (b):
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Fig. 11. Efficiency (a) and Power Output (b) with variable speed (QS model)

Figure 11 shows that a maximum condition for efficiency occurs at about 3200 rpm according to
the model; power increases rather steadily with increasing rotational speed.
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5.3. Sensitivity to cylinder wall heat transfer (Quasi-Stationary model)

The addition of a heat release model during the expansion represents a notable advancement from
the limit to real cycle model in IC engines. This happens because the in-cylinder gas temperature
can reach values which are much higher than the wall temperatures. In the present case, the real
cycle model includes wall heat transfer from the working fluid (steam) to the cylinder walls, which
is modelled under the assumption of a constant overall heat transfer coefficient H. It is important to
run a sensitivity analysis in order to confirm what is the influence of assuming different values of H.
Figure 12 shows cycle calculations with 0 < H <5000 W/(m?°C). The conclusion is that — as
expected under the assumed working conditions - the influence of heat release during the expansion
is marginal for the steam reciprocating engine.
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Fig. 12. Real cycle with variable H (W/(m?°C) (Q-Smodel)

5.4. Sensitivity to rotational speed (Partial-Load operation; Non-
Stationary model)

Wave propagation effects can become relevant when the rotational speed is increased, with a
negative effect on volumetric efficiency. In case of necessity, these problems can be cured with a
careful design of the intake/exhaust system. Before this, it is important to evaluate how much the
engine performance would be sensitive to operation at higher speed. Figure 11 shows the cycle
diagrams calculated by the non-stationary (NS) model for three different rotational speed values
(500, 2000 and 4000 Rpm). The wave oscillation pattern during the admission phase is clearly
affected by rotational speed; the main effect — as expected — is a lower cycle area, which confirms
the negative effect of increasing rotational speed on the engine volumetric efficiency. The effect can
anyway be considered marginal, as the values of RPM should be maintained low in order to
minimize problems with engine lubrication, in case that a true engine of this type should be
developed.
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Fig. 13. Cycle diagrams calculated at variable speed (Non-Stationary model)

6. Conclusions

Detailed results have been shown in Sections 4 and 5, consequently the conclusions here reported
represent only a synthesis evaluation of the case study.

Engine models represent a precious preliminary tool before developing a true prototype: the model
allows a preliminary design and sizing of the engine, and allows to calculate the expected
performance; cross-validation among different models can confirm the validity of calculations, and
provide solid arguments in the direction of proposing an experimental development.

In the case of reciprocating steam engines, a Quasi-Stationary (QS) real-cycle model considering
real fluid (steam) properties was developed; the model allowed simulation of a reciprocating steam
engine with “traditional” (poppet) IC engine admission and discharge valve design, verifying that it
was thus possible to achieve a reasonable sizing of the admission/discharge system.

A non-stationary model of the engine (NS), assuming perfect-gas fluid behaviour, provided similar
results confirming that unsteady flow and wave propagation effects do not alter substantially the
results of the Quasi-Stationary model.

The overall performance of the engine, which is conceived for application to low-temperature heat
sources (solar, geothermal) and small, distributed CHP applications (e.g., residential buildings,
possibly ina smart grid arrangement) was satisfactory both from the point of view of efficiency and
power output.

A sensitivity analysis confirmed the possibility of using different solutions for power/load
adjustment (variable cut-off or variable speed); and the marginal effects of including in the model
cylinder-wall heat transfer, and of the drawbacks of rotational speed on volumetric efficiency,
within the expectable operating range.
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Nomenclature

aa, bb, cc, dd, e, f, g, h parameters describing the valve lift profile
D Diameter, m

fc Flow Coefficient

h Enthalpy, kJ/cycle

H Heat transfer coefficient, W/(m? K)

Lift  wvalve lift, m

m mass flow rate, kg/s

p pressure, bar

OD  Open Duration of valve (total angle during which the admission valve is opened)
P Power, kW

Q Heat, kd/cycle

RPM Speed of revolution, rpm

S surface, m?

T temperature, °C

u internal energy, kJ/cycle
% Volume, m®

W Work, ki/cycle
Acronymns

AV  AdmissionValve

AVAO Admission Valve Advance Opening
DV  Discharge Valve

HPR High Pressure Reservoir

LPR Low Pressure Reservoir

NS Non-Stationary model (WAVE)

QS Quasi-Stationary model (EES)

Greek symbols

¢ Expansion Grade

0 Crank angle

LA Crank/Rod length ratio

p Non-dimensional dead space
o Volumetric compression Ratio
o Admission Grade (Cut-Off)

Subscripts and supe rscripts

a Air

A Admission

D Discharge

d Displacement
Exp Expansion

max Maximum (lift)
1,2,3... Points 1, 2, 3...
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Abstract:

Glass heat pipe solar collectors are becoming very popular for heating/sanitary water production. The use of
a double glass system, with vacuum in between (Dewar scheme), allows to minimize heat dispersion to the
environment, and to reach potentially temperature levels in competition with much more expensive parabolic
trough concentrating solar collectors (stagnation temperatures in excess of 200°C are reported). Such high
levels of temperature open the use of these devices to solar energy conversion, as they are in line with
modern low-temperature ORC technology. This could be an interesting alternative to large SEGS power
plants, which suffer from the non-stationary nature of solar energy and require expensive heat storage
equipment. However, in the technical literature there is not much information on the design criteria of these
collectors, and of models for evaluating absorbed solar radiation and thermo-fluid-dynamics performance.
Starting from the collector’s location, tilt angle and some data about the site location, a model to evaluate the
absorbed solar radiation is developed. It is based on (I) calculation of the actual angle between solar
radiation and the absorbing cylindrical pipe surface; and (ll) calculation of the actual absorbed radiation by
the heat pipe surface, also including the mutual shading between the different heat pipes is presented and
discussed, allowing the estimate of the performance in design condiions. Sensitivity to the main design
variables is examined. The model includes modeling of heat transfer (radiation, forced/natural convection,
phase transition) in the different sections of the heat pipe.

Keywords:
Heat Pipes, Glass, Organic Rankine Cycle (ORC), Solar Energy Generation Systems (SEGS).

1. Introduction

The glass heat pipe design has become a best-seller in advanced applications of solar energy
thermal utilization, with special reference to systems designed for providing heat in regions with
low radiation, or during winter; the most performing collectors use a double-pipe design for the
absorbing section, with deep vacuum in between, forming a kind of “Dewar” bottle which is very
effective in reducing convective heat transfer, and allows thus to reach high absorber temperatures:
a typical example of this solution (DGVHP for Double Glass Vacuum Heat Pipe) is shown in
Figure 1, while Figure 2 represents two detached heat pipes. Currently, most of these devices are
produced in China [1] and are re-branded for worldwide commercialization; their application is
limited to hot water production. The idea pursued in this paper is to develop a mathematical model
of the DGVHP, in order to be able to modify its design so that it can be adapted to producing a fluid
flow at temperature interesting for applying thermodynamic energy conwersion to small CHP
applications, providing heat and electricity to small, distributed users (residential, commercial, SME
industrial production processes). The DGVHP, within such systems [2, 3], represents totally or
partially the component dedicated to the conversion of radiation into thermal power, which is then
transferred to a suitable working fluid (water/steam, organic or engineered fluid). It has been

194



demonstrated in previous works [4, 5] that irreversibilities during this specific step of energy
conwersion are the main source of inefficiency in SEGS systems.

Figure 1 - Example of solar collector using an Figure 2 — Detail of two detached heat pipes.
array of glass heat pipes.

2. Traditional and DGV Heat Pipes

The introductions to the working principles of heat pipes is beyond the purpose of this paper; the
reader is referred to the literature [6].

The DGVHP represents a special case of heat pipe: typically, no wick structure is used, and the
inner surface where the primary loop working fluid is contained is non-porous glass. The circulation
of the working fluid (usually, ethanol) is only controlled by gravity and by the surface tension
effects taking place on a flat glass/ liquid interface.
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Figure 3 — Schematic
of DGVHP

A schematic of a single DGVHP unit is shown in Figure 3.

The evaporator section covers most of the device length (1-2 m
typically); it is built as a double glass burette, with vacuum inside (py =
0,005 Pa) in order to form a typical Dewar design, effectively
suppressing convection and conduction heat transfer. The outer surface
of the inner pipe is covered with a sputtered selective coating Al-N/al
layer (a0 = 0,92, ¢ = 0,08). At the top of the heat pipe, a single-sheet
glass bulb forms the condenser, which is connected to a manifold or
reservoir (using a gasket, or a conductive metal sealed sheath), where
heat is transferred to the (colder) secondary fluid.

This type of design represent the current state of the art, with some
notable advantage with respect to the previous versions using copper
heat pipes [7, 8], which suffered to a certain extent of the contact
resistance between glass Dewar envelope and copper absorber; and of
limited size of the condenser/bulb (which is however an advantage from
the point of view of sealing). Most applications of this design are for
water heating in cold locations, and the potential for producing a higher
temperature fluid has not yet attracted attention, even if stagnation

temperatures' as high as 230°C are reported in the technical literature.

! The stagnation conditions for a solar collector are reached when no useful heat is extracted from
the collector; under these conditions (no outlet flow), the thermal efficiency falls to zero as all the
heat collected by the absorber is lost to the environment
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3. Model of DGV Heat Pipes

Although patents have been issued since 1984 [9], and many manufacturers exist [1], very little can
be found in the literature about sizing criteria and thermo-physical models for DGVHPs. For the
optical characteristics of the double glass layer, and for calculating the heat loss factor, refs. 10
and 11 have been followed. The purpose of the present paper is to develop a model for the
prediction of the efficiency curve as could be validated by means of an accepted testing procedure
[12] and, eventually, modeling full-day or long-term performance. To this end, the Shah and Furbo
model [11] was adopted to evaluate the angle between solar radiation and cylindrical glass surface
of collector. It provides an estimation of the fraction of solar collector directly exposed to beam
radiation. Successively, the solar absorbed radiation was evaluated following the Perez et al. model
[13]. No back reflector was considered, as this component is often incompatible with installation
guidelines for many building applications. The model, which is described in the following, was
programmed in EES [13]. On the whole, 163 variables are solved with 36 input data (mainly, the
geometric data of the collector; data on materials, fluid properties and design operating conditions
in terms of radiation, environment temperature, ...). The notation follows common solar collector
practice [14].

3.1 From radiation to absorber surface

Figure 4 a) shows the three critical angles when the tubes are placed \ertically, the collector plane
azimuth yc=0 and the solar azimuth ysis between 0 and /2. Four possible cases of tubes’ mutual
shading can arise:

1)ys< X, there is no shading of the tubes;
2)X;<ys< X3, the tubes are partly shaded;
3)ys> X3, the tubes are fully shaded;
4)ys= Xy, the tubes are half shaded.

The calculation model to evaluate the angle between solar radiation and cylindrical absorbing
surfaces of the evacuated pipes of DGVHP [11] consists of two basic steps:

1) Given the azimuth angle of solar collector and the direction of solar beam radiation (figure
4b), the three critical angles X;, X; and X3 are calculated (figure 4a); the determination of
solar azimuth angle ys must be referred to each of the six pies (1 to 6) into which the cross
sectional area of the collector pipe has to be ideally divided. They are different depending on
the orientation of collector surface: solar azimuth yc<>0 if the collector is oriented toward
east or west respectively (figure 4 b).

2) The two initial and final angles (Esar and Egop respectively) which define the actual angle of
exposition s to beam solar radiation are calculated.
The auxiliary angles X, X;, X3 are defined for each pie (1 to 6) and each azimuth (yc<0, yc >0). A
total of 36 auxiliary angles are defined. For the sake of brevity, only one is here reported for
example, i.e. X; related to the pie 1 of the case of west oriented solar collector (yc>0). For the
detailed description of the model and values of all angles we refer to the Shah and Furbo model
[11].

Xq =arcos[(retraps)/C]-m ; where re=De/2; rans= Daps/2 (1)
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Figure 4 — pie division of pipes and critical angles

Once obtained the auxiliary angles, according to their value, different formulationsto derive the
angles of exposure of the absorbing surface g, are adopted. Once again, one expression only is here
reported for example (yc>0, ys in pie 1, Xi<ysyc<Xp), Whereas for the complete calculation formulas
the reader is referred to [11]:

Estat =T0/2-|ys| - |Ghs| ; Estop=rt/2-]y4| ; |Ohys| = 7 - @rcos[(C cos(ysyc +m) - re)/ Tans] (2)

i = ;

Figure 5 — schematic of pipe arrays mounting on the collector plane

As previously remarked, the actual overall absorbed radiation of the DGVHP has been evaluated
referring to Perez et al. model [13]. The model here implemented is referred to the pipe array
mounted on free standing plane. Two possible configurations were considered (see figure 5):

1) Pipes are mounted with axis azimuth equal to the plane of pipe array (A);
2) Pipes are mounted horizontally in plane of pipe array (B).

The proposed method allows the calculation of each component of solar radiation (beam, diffuse and ground
reflected).

Beam radiation: a tubular surface intercepts exactly so much beam radiation as a solar collector with
a flat surface which moves throughout the day (tracking collector), with the same tilt and surface
area. Therefore, the problem is reduced to calculate the angle of incidence Opipe referred to a flat
plate collector, having equivalent tilt and orientation:
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cos Opipe=cos 01/cos y 3)

where 01 is the angle of incidence of solar beam on the flat equivalent surface and y=atan2(cos 61,
cos Oy). Oy is the angle of solar incidence of a vertical plane containing the axis of pipe and
oriented toward east. Opipe allows the calculation of the incident radiation coefficient:

Rb= cos Opipe/cos 6z (4)

Thus, beam radiation on the pipe surface IbT is given by the beam radiation on the flat surface Ib
times Rb:

IbT=Rb Ib (5)

Diffused radiation: Perez model has been adopted once again. The effects of circumsolar brilliance
and horizon brightness, calculated by the related coefficients f; and f;, respectively, are combined
with the basic model of isotropic sky to achieve the following expression of diffused radiation on
the tubular surface lqr:

Lar = La@ = 057 E 4 £,5 4 fusing| ©

Where:

a= max [0,cos0] ; b = max [cos(85°),c0s0;]
f1 and f, depend on three parameters which characterize the sky conditions: zenith angle 0,, clearness
index e and luminosity A. The detailed values of brightness coefficients for several ranges of e are reported
on [13].
Ground reflected radiation: following the Perez model [13], the method is based on the
assumption of isotropic ground:

1- cosﬁ)
I,=1 _
g _pg( 2 (7)

Finally, the term which takes into account the effect of the mutual passive shading between the different
pipes of the DGVHP has to be considered:

Xp=1- Max[0, (D cos Opipe — Dr cos 01)/D cos Opipe)(n— 1)/n (8)

Where n is the number of pipes.

Starting from the available radiation and following the Shah and Furbo model to determine to the
angle between solar radiation and cylindrical absorbing surfaces and Perez et al. model to evaluate
actual owerall absorbed radiation of the DGVHP, the energy collected by the HP is, on the
cylindrical surfaces:

S = (ta)plor + (tot)glar + (Tat)glg 9)

=1+ 1y (10)

The results achieved by the implemented model have been compared with those obtained from two
different models: the Isotropic Sky (ISO) and the Hay, Davies, Klucher, Reindl (HDKR) models,
both extensively described on [15] and implemented into the same EES calculation code. For this
comparison, the data were referred to a commercial collector described in detail on [16], having 18
heat pipe modules of 153 m length, 47 mm absorber diameter and an aperture area of 1.708 m®.
Perez model was applied to the cylindrical surface, whereas I1SO and HDKR were applied to the
equivalent flat plate collector, having the same surface area. The comparison of results is shown on
figure 6 a) and b). The collector tilt § was assumed at 20° with south orientation (ys=0). On figure 6
a), the absorbed radiation through the days of the year at midday, referred to a location of Central
Italy, is shown. In this location, the beam to total radiation ratio ranges from 60 to 82% in the
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middle hours of the days (i.e. from 11 am to 16 pm), practically in all the seasons of the year. The
average beam to total radiation ratio along the whole of monthly representative days ranges from 53
(march) to 72% (october). The results of the three models are in agreement and put in evidence the
higher absorber radiation of the collector with evacuated pipes, as also remarked on [13].
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Figure 6 — comparison of results of absorbed radiation with Perez, ISO and HDKR models

3.2 Absorber thermal balance

The radial temperature profile of the heat pipe is shown
on the axial section of figure 7.

|
Gy i
8 Tae) — > |
3 \ T !
C=Pang S Ew=porator I . .
5 ! The owverall heat rate to the absorber is given by:
2 |
5 , . 5
= : Q = Agps p (11)
Ensironment | | ! f'laEJs =nl Dabs (12)
Dans . . .
L o : and S of the cylindrical absorber given by (9). The
L - : | collector loss factor is given by:
R . | 1
; ! U, =
I'F ! Daps + 1
igure 7 — radial temperature profile De(hys + hyca) ™ Brrc
of the heat pipe (13)
where:

U(Tab; t Tg:)' (Taps + Te)
(1 - E,:')
£c

is the equivalent radiation heat transfer coefficient from absorber to the inner surface of the external
glass pipe,

Ryre =

1_Eahs+ 1 +Dahs.

Eabs Fiz D, (14)

D
Rrre Taf:s + Wis - Ta: (hrca + hw]
D

k
rre ¥ Dahs{hrca + hw]

T, =

(15)
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Ricqg = d05,T : (16)
IS the equivalent radiation heat transfer coefficient from the external glass cover to the environment
, and
By, = N nus.aIR - AarR
Dy 17
The value of Nnusair 1S calculated from classic heat transfer correlations (natural/forced convection).

The radiation/heat conversion process proceeds from the absorber transferring heat to the fluid.
Following classic solar collector terminology, the useful heat harvested is given by:

¢u=F1Q.Tag_fqa£:5UI(T_Ta] (18)

In Equation 18, T is the fluid temperature: considering that the heat pipe should work as a two-
phase equilibrium system, this last is considered constant and equal at the pre-set value imposed by
the heat pipe internal pressure. This is a notable simplifying assumption, which applies only to
design conditions. In practice, the heat pipe is modeled considering always two-phase operation (a
discussion about the convenience of this choice flows at point 3.3).

Q s transferred to the primary circuit fluid, so that the system efficiency is given by:
u
, o &
Q (19)

@y
1-=
The fraction @ is the heat loss of the collector to the surroundings. Considering stationary
operation of the heat pipe, @« is used to evaporate a primary fluid flow rate given by:

. @ﬁ'ﬂﬂ:d
T =
7% AHpg (20)

which is then completely condensed in the condenser/bulb upper section, where:

Qﬁ'ﬂﬂd = Q’LL (21)
and, considering the bulb heat transfer (internal convection; conduction; external convection):
Qcona = ke Apup (T — Toi) (22)
: _ (Tpi —Tpe) " 2-m-Ag - Lpypp
Qﬁ'ﬂﬂd - D

In =22

Dy;
(23)

Qﬁ'ﬂﬂd = (Tve — Twater) ~Bee - Ae (24)

3.3 Tuning the heat pipe operating pressure and temperature

The pressure-temperature relation is shown for Ethanol (the most commonly encountered fluid in
glass heat pipes) in Figure 8. It is interesting to notice that at standard pressure (101,3 kPa) the
operating temperature of the heat pipe is about 80°C; actually most marketed heat pipes for solar
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thermal water heating are sealed slightly below ambient pressure, so that the heat pipe is tuned
around 50-60°C. Considering the thickness and strength of the glass enclosure, howewer, it is
possible to use internal pressures up to 600-800 kPa, which correspond to tuning the heat pipe to
operate around 150°C. In fact, considering an 1.5 mm thickness pipe with an internal pressure of
700 kPa and an outer diameter of 47 mm like the one considered in calculations, the strength of the
material is about 11000 kPa, which is less than the maximum allowed tensile stress, even referring
to common glass (about 19000 kPa). On the other hand, 1.5 mm thickness glass does not affect its
conductance appreciably. The fact that stagnation values exceeding 230 °C have been recorded for
marketed collectors means that superheated vapor production has been achieved. In fact, the amount
of ethanol used in the heat pipe is very low (1,5 to 3 cc, depending on the heat pipe length), so that
pressurization of the system, even when complete evaporation of the liquid is achiewved, is very

limited.
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When the incoming radiation is notably larger than its design value, the heat pipe continues its
operation with superheated vapor production; this last is anyway condensed in the bulb section;
howewver, when the condensed liquid drips along the evaporator, it is soon completely evaporated,
so that the effective heat pipe length is reduced and more complex (three-dimensional, non
stationary) thermo-hydraulic regimes are triggered. In practice, it is rather convenient to maintain
the heat pipe operating along its full length. This is confirmed by the plot of the heat of phase
transition, which is shown in Figure 9. It shows that the heat of transition varies between 850 and
650 kJ/kg when temperature is raised from 80°C to 160°C; on the other hand, when superheating at
ambient pressure is considered, the average value of ¢, for Ethanol is 2,5 kJ/(kg K); so that a
superheating of 80°C (from 80°C to 160°C) is equivalent to a sensible heat of about 200 kJ/kg. This
is less than one third of the heat of transition, so that the contribution of super-heating is less
attractive than selecting a higher (but technically possible) operating pressure.

When the incoming radiation is notably below design, the heat pipe adjusts its operation circulating
lower and lower flow rates Meva ; in practice, however, the reduced flow rate should anyway be
able to wet continuously the inner pipe of the evaporator along its full length. These conditions will
actually stop to exist for very low radiation, depending on glass roughness and collector inclination.

4. Results

The model can be applied with variable temperature, considering a fixed value of solar radiation, in
order to achieve the performance curves; an example is shown in Figure 10, which examines the
collector performance curves calculated for | = 800 W/m®. Performance data available for two
commercial collectors are added for comparison [16]. The first one (collector model 1) has an
aperture area of 1.708 m® and 18 heat pipes modules with L=1.53 m and Ds=47 mm. The second
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one (collector model 2) has an aperture area of 1.0 m? and 12 heat pipes modules with L=1.524 m
and Daps=47 mm. A second-order polynomial was fitted to both data sets, as is usual for solar
collector data in order to account for variation of U, with working conditions (Eq. 9). The
comparison of results shows a relatively satisfactory agreement, with the main difference in average
curves slope. It appears that the calculation model underestimates the heat losses to the
environment. On the other hand, the model slightly underestimates the optical efficiency of the
collectors, suggesting a slight overestimation of the shading effects and of the external glazing pipe
absorbance. Genrerally, a better agreement is observed for the collector model 2.
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Figure 10 — Calculated and experimental performance of a DGVHP solar collector; 1=800
W/m?. X = collector performance parameter, X = (T - Ta)/I

It is also possible to examine the variation in performance
when the heat pipe is operated at different preset
temperatures (and pressure, see Figure 9). Figure 11 shows
the calculated efficiency for different heat pipe preset
temperatures, ranging from 333 to 413 K. At the lower
bound (i.e. T=60 °C), the overall heat loss coefficient Uy is

o about 056 W/(m? °C) and increases to about 0.82 W/(m’
£ X °C) a T = 120 °C. The corresponding overall radiation +
o oos o1 o015 o2 o5 COMection heat loss increases from 56 to 23 Wim’
respectively.

O333K ©353K A373K [....
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Figure 11 — Calculated performance of a DGVHP
solar collector; T =333 -413 K.

5. Conclusions

A calculation model of the heat pipes of an evacuated solar collector has been developed. It is based
on two fundamental parts: (I) optical, to evaluate the actual absorbed solar radiation on the
cylindrical absorber, taking into account of sun exposure angle and mutual shading of the pipes; (I1)
thermal, to evaluate the heat balance between absorbed radiation and heat loss to the environment.

The model, even if based on some simplifying assumptions (basically, that the heat pipe is always
operating as a two-phase system with no super-heating of vapor or sub-cooling of the liquid), is
capable of predicting with an acceptable degree of approximation the actual performance curve of a
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DGVHP module. Extrapolation of the model to internally pressurized conditions (“tuned” heat
pipe) shows that with increasing preset temperature a somewhat lower performance is obtained.
This result is physically acceptable, because the whole system is shifting its operation to larger
temperatures, so that also the collector loss coefficient is increased for equal radiation conditions.

The model confirms that it is possible to operate a DGVHP system at temperatures much larger than
what is encountered in solar thermal hot water production systems (50 — 70°C); the device appears
to be suitable for solar thermal energy conwversion, with the DGVHP at the heart of a solar collector
system designed for direct production of organic vapor, at temperatures in the range 120 — 140 °C.

From the model results, we conclude that the adopted model can be considered a sufficiently
reliable basis to investigate the main design parameters which influence the performance of a
DGVHP solar collector. For this reason, once the heat losses parameters are tuned with the
necessary experimental tests, it could be adopted as a preliminary design tool, leaving the eventual
refining to more detailed CFD codes.

Nomenclature

area, m?

specific heat, J/(kg K)

axial distance between the heat pipes of the collector, m
diameter, m

collector efficiency factor, F; = Uy/U

heat transfer coefficient, W/(m? K)

radiation, W/m?

length of absorber section, m

mTooO° >

r - =

m  mass flow rate, kg/s

n number of pipes of collector

N non-dimensional number

p  pressure, bar

ds angles of exposure to sunlight, °

Q heat rate, W

R, ratio of beam radiation on tilted plane to that on the horizontal plane
r radius, m

S absorbed radiation, W/m?

T  temperature, °C

U, heat loss coefficient, fluid to ambient, W/(m? °C)

UL  heat loss coefficient, absorber to ambient, W/(m?* °C)

X collector performance parameter, X = (T - Ta)/l, (K m?)/W
X1, X2, X3 Auxiliary angles to evaluate the exposure angle, °
Xp factor of mutual passive shading between the different pipes
Greek symbols

o absorptivity

B angle of collector with respect to the ground (tilt)

Y azimuth angle, °
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A luminosity, cd/m?

AHsgy heat of phase transition, J/kg

€ emissivity

Estat 1Nitial angle of exposure of the absorber to sunlight, °

Esop  final angle of exposure of the absorber to sunlight, °

01 incidence angle of beam radiation on the flat equivalent surface, °
Oy angle of solar incidence of a vertical plane containing the axis of pipe and east oriented, °
Opipe incidence angle of beam radiation on tubular surface, °

0z  zenithangle of sun, °

n  efficiency

A thermal conductivity, W/(m K)

7 glass cover transmissivity

Subscripts and superscripts

a environmental

abs absorber

AIR air

b beam (normal to collector plane)
be bulb, external wall

bi bulb, internal wall

bT beam on tubular surface
bulb  bulb (condenser)

C;i internal convection (bulb)
C cover cylindrical surface
C collector

d diffuse

dT diffuse on tubular surface
eva evaporator

e external

g ground

al glass

Nus Nusselt
rca radiation, cover-to-ambient

rec radiation, receiver (absorber)-to-cover
S solar

u useful (transferred to the fluid)

V Vacuum

w wall (bulb, internal)

water  collector heated water
wind  wind (external convection)
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Abstract:

The use of new heating systems like thermal plasma may entail significant improvements in reducing the
energy consumption in energy intensive industries as metal foundry sector. In present work, a secondary
foundry of aluminium model with two different heating technologies (propane gas combustion and nitrogen
plasma) is presented in order to predict its performance. The model was developed to simulate thermal
behaviour of a cylindrical crucible furnace in which aluminium is melted. It estimates the temperature of the
combustion chamber and the transient heating in furnace walls and aluminium during melting and preheating
stages. Equations were solved numerically by means of MATLAB scripts. Energy analysis compared the
furnace performance of alternative heating processes (gas fed burner versus plasma). Results showed that
thermal plasma is more efficient than a conventional gas burner: specific energy consumption is 52.6%
lower. Besides, exergy analysis pointed out that exergy losses are reduced in case of plasma torch since
heating is directly oriented into the load (aluminium). The model was validated with a battery test on a pre-
commercial pilot plant at Tecnalia facilities. Thus, it could reduce the cost of that industrial laboratory when
new design parameters are tested.

Keywords:
Plasma furnace, Aluminium, Energy consumption, Exergy and Efficiency.

1. Introduction

Aluminium is the most abundant metal of the Earth crust. It possesses low density and the ability to
resist corrosion. Aluminium industry formally started at 1886 after the discovery of electrolysis as
the way to produce it from fused salts. Since that year, its use has grown rapidly and overtaken
other metals, such as copper, tin and lead [1], and its cost steadily declined and engineering
applications became economically viable [2]. Nowadays, it is the second most widely used metal
after steel. Average energy consumption for producing primary aluminium is about 16500 kWh/ton,
being the 5.5% (~908 kWh/ton) consumed for melting/casting. The average energy consumption for
producing secondary aluminium (melting) is about the 6% of that required for primary aluminium

[3]

1.1. Problem description

Industrial furnaces are insulated enclosures that are designed to deliver the heat required to process
diverse loads [4]. Current melting furnaces used in the aluminium industry can be classified into
three (heating) types: resistance, induction and gas- or oil-fired furnaces [5]. Major problem found
during aluminium melting in conventional furnaces is the oxide formation and hydrogen absorption,
which could affect the aluminium quality due to the oxide inclusions and higher porosity. As a very
energy intensive process, the increasing limitation of raw materials for metallurgy processes, and
the serious ecological problems involved, require not only to pay attention to reduce its use, but also
in the technology used in its production. For instance, in [6] it was demonstrated that an improved
conventional aluminium furnace with preheating and recirculation gas system reduces the fuel
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consumption in 38%, while this work will show that fuel savings could reach to the 45% with
plasma heating technology.

Main objective of the model is to predict the performance of a crucible heated up by two methods,
as well as to calculate some temperature profiles that in practice are difficult to measure. Previous
models [6-8] based their analysis on conventional gas burners. Alternatively, the use of plasma in
thermal processing was described in [9-11] by means of the complete simulation of the plasma
temperature profile and the support of Maxwell and Laplace equations. In [12], apart from the
plasma temperature profiles, a complete heat transfer simulation was performed.

In this work, a conventional heating method was analysed and compared with a new heating system
(plasma). The cornerstone of this article is to provide a flexible and reliable model that allows to
predict the performance of the crucible upon diverse heating systems. To avoid thermal shock,
aluminium furnace walls have to be preheated by a gas burner. Then, aluminium could be melted by
two alternatives, propane combustion and plasma. The model requires as input data the next list:

= Energy: input energy used during preheating

= Walls and gases: convective and conductive heat transfer coefficients, and irradiative properties.
= Geometry and components of the furnace.

= Load: metal type and thermal properties.

Finally the results of both simulations were compared in order to analyse their efficiency.

1.2. General description of plasma

Thermal plasma is a mix of ions, electrons and neutral particles [13]. It is created by the ionization
of a gas provoked by a sustained electric arc supplied between plasma cathode and anode. Elevated
density of the electric field forms a high-speed plasma jet. Thermal plasma facilities operate with a
D.C. power source. Two arc plasma types are normally found: non-transferred, in which plasma is
contained between the cathode and a nozzle anode, and transferred arc type, in which the metallic
load acts as the anode closing the circuit. Here, aluminium acts as the anode. Main components of
plasma system are described in Fig. 1. Plasma system is fed with nitrogen, which is injected through
the cathode.

Plasma gas

Cathode

Anode

Fig. 1 Transferred arc plasma torch.

2. Furnace numerical simulation

2.1. Gas-fired preheating

Preheating was simulated by considering a high velocity propane gas burner. As it was pointed out
by [7, 14], and due to the high recirculation inside of the crucible, a well-stirred model is assumed
for combustion gases inside the furnace, and a 1-D model from the inside to outside of the furnace
for aluminium load and refractory walls was used to simulate furnace.

The model adopted follows the previous analysis found in [7, 14, 15]. It consists of a governing
equation for the combustion chamber, which is described in energy balance (1).
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P'V'Cp'dTg/dtthi_{AN “Oy +QI+Qstack} (1)

Equation (1) is an ordinary differential equation that states that the heat provided by combustion
gases is consumed in the stack and wall losses (W), as well as heating metal (I) for further melting.
Initial condition for (1) depends on the heating process.

In order to calculate the radiative exchange in furnace, a grey-gas model was taken into account for
exhaust gases coming from the burner. Procedure and properties of radiating gases can be found in
[16-18]. Shape factors were computed for the furnace geometry distribution [19]. Representation of
heat transfer modes can be found in Fig. 2.

Line Radiative transter
surfaces
1 wall < bottom
2 cover «> bottom
3 wall < wall

wall < cover
solid lines convection

=

Fig. 2 Heat transfer during preheating.

2.1.2. Computing the temperature profile of the furnace walls

Since its width is much smaller than its radius, walls were treated as a one slab governed by 1-D
transient conduction equation:

) .
€

T b 13T ®

OX k a ot

Boundary conditions for the walls are heat flux type, in which radiation and convection heat flows
are calculated separately. At the beginning of the simulation (preheating stage) all surfaces are
assumed to be at ambient temperature: at t=0, T(=25°C

—k ﬂ — Qtotal
OX A (3)
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Qtotal _ Qconvection

A VA @)
Where J is the radiosity calculated following [18] and Qconection Was computed following the
procedure adopted in [7]. A FDM (finite difference method) was used to analyse and solve (2), by
considering a differential wall element Ax. The energy balance on this element in a time interval At
was expressed as in [7, 18, 20]. The finite difference formulation for an internal node can be
expressed as:

gAx’ TM-T!
Jk —_J J (5)

Spatial and temporal variations are represented by j and i respectively. Thermal diffusivity, time
interval and differential wall element are related each other by the mesh Fourier number, t:

alt
T=—s" 6

o (6)
To complete the equations system of the FDM in refractory wall, equations on the boundary nodes
are needed:

T, 2T/ +T,, +

i 2
T(j*l:(l—zf—zr% 0‘+2TT1‘+2T%TOO+T€°§X @)

Once the system is completed and initial conditions are specified, the solution of transient problem
is obtained by (5) and (7).

2.2. Aluminium melting with propane combustion

A 1-D conduction model was also used to estimate the aluminium temperature profile. Fig. 4 shows
the new configuration inside of the furnace, as well as the temperature nodes inside of the
aluminium layer studied here. Energy coming from exhaust gases or plasma increases the
temperature in the upper node; then it is transferred energy by conduction to the lower nodes until
the melting process finished.

Bottom

Fig. 4 Load configuration inside the furnace (during gas melting).

Similar equations than those used in refractory walls were implemented to simulate the aluminium
melting process. Three different boundary conditions were implemented here:

= Sensible metal heating (liquid and solid): boundary heat flux conditions were defined.
= Phase change (latent heat): constant temperature was established.

= Aluminium in contact with the refractory of furnace bottom: an interface boundary condition was
added to the process:
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If aluminum is melted with the propane burner, similar equations are used with respect to
preheating, only initial and boundary conditions are changed.

3. Aluminium melting with plasma

In plasma simulation, exhaust gases inside the furnace are almost insignificant and heating is
produced by the plasma flame which drives directly into the aluminium. Therefore, gases do not
participate in heat transferred by radiation. Plasma heat transferred was simulated with the aid of
three consecutive approaches: first, the Elenbass-Heller equation is required to propose a system of
equations in which the electric field, temperatures distribution and Joule effect are related [21].
Then, simplifications of a plasma model were taken into account from the Steenbeck and Raizer
channel models (“positive column”). Finally, plasma heat transferred to the aluminium is calculated
as it is proposed in [22]. Detailed mathematical models are shown below, and the software modules
developed to solve the plasma heating process are shown in Fig.5.
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|
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= Model of Positive Bk materiale
factore in furnace of Pocitive Column ||
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: |
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Fig. 5 Simulation architecture of plasma torch melting process.

When the aluminium melting is performed with plasma, the model takes into account several
assumptions: it is considered that the current intensity during the whole process is kept constant,
whereas the voltage (thus the power) varies (in order to maintain to the arc plasma stability).
Radiosity is calculated as the radiant energy exchanged among the surfaces immersed in a
transparent medium such as air, and anode effects are neglected. It was also considered that heat
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transfer by convection was not relevant with respect to the radiation produced with plasma. Fig. 6
shows different surfaces involved during plasma melting process.
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Fig. 6 Heat radiation transfer during plasma process

3.1. Simplified plasma equations

The description of the arc “positive column” model requires only the knowledge of the temperature
distribution in plasma jet. Such distribution can be found from the Elenbaas-Heller equation [21]. In
this equation, the gas pressure is considered a constant value, which is fixed by the experimental
conditions:

1d dT 9

: dr[rl(T) dr}ra(T)E 0 9)

The above equation cannot be solved analytically because of the dependence of A(T) and o(T). For
that reason, a simplified approach to the problem is required. The Steenbeck approach is based on
the very strong exponential dependence of electric conductivity on the plasma temperature related
in Saha equation [23], which explains the ionization expected in the plasma gas [21]. According to
Steenbeck, temperature and electric conductivity can be considered as constant inside of the arc
channel, and can be taken equal to their maximum value on the discharge axe. The total electric
current of the arc can be expressed as:

I=FE' Gﬂ'f'oz (10)

Application of this principle gives the additional equation of the Steenbeck model in the form that is
required:

(d_aj _4nio
dT jir W (1)

To calculate the plasma flame temperature, the Raizer “Channel” Model of Positive Column was
used. Key point of this model is the definition of an arc channel as a region where electric

conductivity decreases not more than € times with respect to the maximum value at the discharge
axe [21]:

o(T)=83 exp(— Mj
! (12)

The electric field E’ is kept constant along the positive column, so it actually describes the applied
voltage.

B SHAmT; l
L

E' (13)
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In (13) the ionization potential (I;) is the energy required to remove electrons from gaseous atoms or
ions, and the thermal conductivity of plasma jet (Am) is estimated constant (1.55 W/m-K), as found
in [21, 24]. Thus, electric field is obtained from Steenbeck approach, and temperature was
computed by using the Raizer model.

3.2. Plasma heat transfer model

In order to analyse the effect of plasma on the metal, it is necessary to firstly know the flow of
plasma particles, and the number of particles per unit area and per unit time hitting the surface given
by the product of normal speed to the metal surface [22].

Vv, =vcos6 (14)

The number of particles approaching the surface was taken into account and was described in a
polar coordinate system as follows: for a small differential volume in velocity space between v and
v+dv; and 6, and 6+d6, pand(1¢+d¢:

4r(v,0,4) = v,dn(v,0,4)= T W)sin( 31205( Mgdedv ()

= n(ZK—Tj '[x e dx = ln(8k T j (16)
zm 4 \ am

In order to know the differential power flux [W/m"2], the differential particle flux must be
multiplied by the Kkinetic energy of each particle.

dp(v,0,¢) =%m'v dr(v,6,¢) (17)

Substituting (16) in the above equation, the power heat transferred to the metal per unit area is
finally obtained [22]:

__jvf()d [2“} TXS & (18)
(2T Y
_2\/;[ < J 2KTT (19)

With (16), the plasma flow of particles was then computed, and (19) was used to calculate the
plasma power delivered to aluminium. This power flux from plasma to the metal is the main
parameter to obtain the temperature profile of aluminium. In this case, due to the high plasma
temperature (above 8500 °C) heat transfer by convection can be neglected.

To couple plasma and heat conduction models, equations from section 2.1.2 must be followed as
well as boundary conditions from section 2.2. In order to define the link between plasma and heat
transfer models, it is necessary to modify the boundary conditions (4).

QtotaI,AI = ‘] + p (20)

To compute the temperature profile in walls, only radiation was taken into account.

Qtotal ,walls = ‘] (21)

4. Exergy balance of aluminium melting furnace

From previous simulation, mass and energy balances, as well as the furnace energetic efficiency
were computed. However, in order to show which are the real potential savings in those complex
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heating systems, it is necessary to perform an exergy analysis. The exergy flows are determined by
the reference environment definition [25, 26].

The furnace is considered as a set of units consisting of container (made of refractory material) and
different heating systems (gas burner or plasma torch). As it was explained before, there are also
two heating stages to perform this melting process, see Fig. 7:

= Preheating: In this process, it can be distinguished two exergy inputs (fuel and air), three outputs
(exergy of gas combustion, heat losses and the preheated refractory). The last one is not exactly
an output flow, but it is considered the productive purpose of this heating stage.

= Aluminium melting: There are three exergy inputs, fuel (propane gas or electricity to activate
plasma system), air in case of combustion (or nitrogen in case of plasma) and solid preheated
aluminium. Exhausted gases (or ionized nitrogen), heat losses and liquid aluminium (as product)
are the outputs of the system.

For a more detailed of exergy analysis, please refer to appendix A.
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Fig. 7 Exergy balances for preheating (left) and melting (right)

5. Results and discussion

The model was validated with several experimental test performed at Tecnalia facilities. In each
case, the temperature profile obtained at the end of the melting process and the energy consumption
were compiled and then compared with those simulated. Fig. 8 shows energy consumption results
for 5 tests with different aluminium loads and heating patterns: it can be seen that experimental data
and simulated results were very similar, and both had the same specific energy ratio.
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Fig. 8 Dimensionless experimental and simulated energy results

213



5.1. Energy analysis

Simulation was carried out on Matlab R2011a software. Results for a test including an aluminium
load of 20.25 kg heated up to 760 °C are shown in Table 1, which shows the comparison between
the combustion and plasma results for melting. Energy efficiency of plasma without preheating is
67%, while energy consumption is about 0.46 kWh/kg and the furnace overall efficiency (melting
and preheating) is 49.74%. Taking into account the energy consumed in the preheating process, the
total specific energy consumed by the furnace is 0.95 kWh/kg. As expected, during the heating
process, aluminium T-curve presents three different zones: first, temperature rises until the melting
point. Here, the temperature is preserved until the energy from plasma equals the energy needed by
the aluminium to be totally melted (at around 660°C). Then, aluminium temperature continues
rising until gets to a set-up temperature, as shown in Fig.9.a. Temperatures in furnace cover (Twz)
and walls (Twq) are presented in Fig. 9.b: in almost 20 minutes of plasma melting, the temperatures
inside the furnace walls get to 900 °C.

Walls Temperature Vs. Time during plasma melting

Aluminum Temperature Vs. Time during plasma melting s
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Fig. 9 Temperature evolution: a. Aluminium (left), b. furnace walls (rigth)

Table 1 simulation results for plasma and gas combustion

Parameter Plasma Gas simulation A Plasma-Gas
simulation
Furnace size, kg/h 40 40 0
Current intensity, A 600 - -
Preheating gas power, kW 10 10 0
Melting power, kW 30 40 -10
Metal mass, kg 20.25 20.25 0
Final metal temp. C 782.63 769.09 13.05
Preheating time, min 60 60 0
Melting time, min 18.43 29.11 -10.68
Preheating energy, kWh 10 10 0
Melting energy, kwh 9.22 19.41 -10.19
Melting speed, kg/h 15.44 13.63 1.80
Melting efficiency, % 66.75 31.71 35.04
Furnace efficiency, % 49.74 32.26 17.47
Total specific energy, kWh/kg 0.95 1.45 -0.50

5.2. Exergy analysis

Annex A presents the main equations to solve exergy balance in the heating process. It can be
observed in Table 2 that in plasma melting process, less irreversibilities are produced than in the
case of propane gas combustion. For the same aluminium load, gas combustion during melting
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consumes almost double of the exergy than in the case of plasma. Main reason is that in plasma
furnace, exergy is emitted directly into the aluminium piece: at the end of the process, molten
aluminium held the 51% of the input exergy. On the contrary, in propane combustion, heat is spread
into walls and metal, therefore the exergy accumulated in molten aluminium is only the 23% of the
input fossil fuel exergy. The same could be argued with respect to exergy destruction, in which gas
fed furnace destroys three times the exergy destroyed with plasma.

Table 2 Exergy analysis

Parameter Gas Gas Plasma Plasma A
simulation simulation simulation simulation Plasma-

% % Gas

Metal mass, kg 20.25 20.25 0
Fuel exergy, kWh 20.93 98.14 9.21 94.10 11.71

Initial metal exergy, kWh 0.5 1.86 0.5 5.9 0
Flue gas exergy, kWh 5.77 27.03 1.46 14.94 4.30
Exergy lost, kWh 1.6 751 1.09 11.23 0.50

Final metal exergy, kWh 5.07 23.75 5.07 51.78 0
Destroyed exergy during melting, 8.89 41.70 2.09 21.42 6.79

kWh
Total fuel exergy 1.59 - 1.02 0.56
(melting+preheating), kwWh/kg

Total destroyed exergy, kWh/kg 0.76 - 0.43 - 0.32

5.3. Sensitivity analysis

The model could be also useful to analyze the variation of some design parameters in crucible
furnaces. Then, a specific script was created to deal with thermal properties of refractories used in
those furnaces. It is important to note that, independently of the heating mode, the highest energy
consumption was found during the preheating.

First studied parameter was wall emissivity, often considered as an inherent physical property
which usually remains unchanged. The emissivity of furnaces operating at high temperatures is
usually about 0.3, but using high emissivity coatings can move to 0.8, thus reducing the fuel
consumption by 25 to 45 per cent [27].
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Fig. 10 Parametric simulations, energy consumed when: emissivity (left) and specific heat (right) is
varied.
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Figure 10 shows that this simulation (plasma case) exactly meets the behaviour described in
literature: it can be observed a decrement of almost 30% of the energy consumption when the
emissivity rises from 0.3 to 0.85.

Thermal capacity of refractory was also studied by varying the walls specific heat. As expected, the
energy consumption mainly increases during the preheating as specific heat increases, because of
the difficulty to obtain the desired temperature.

6. Conclusions

In this work, two heating modes for melting aluminium in a secondary crucible furnace were
simulated. Both simulations (plasma and propane combustion) were developed in parallel with the
aim of performing the automatic comparison. Simulation model was validated with experimental
data taken from an industrial pilot plant. In the case of plasma, preheating (by means of a burner)
represents the 52% of total energy consumed in the process (20.25 kg of aluminum were melted). In
fact, this implies that energy savings can be mainly found in the preheating stage. On the other
hand, exergy analysis fairly explained the reasons of the better plasma efficiency: if thermal shock
problems are avoided in load and walls, plasma strongly reduces the energy consumption in the
process. Taking into account that technical and economic constraints associated to experimental
tests are found, it was proved that the model could help in its cost reduction of the design phase of
those furnaces, since it is able to predict power consumption and provide some optimization
guidelines. To test the feasibility of new heating systems, it could contribute to pave the way to
reduce the energy intensity and their associated environmental impacts in this sector.

Appendix A

A.l. Exergy analysis

Considering the whole preheating and melting process, the overall exergy balance of a furnace is
expressed as:

Z Bin - Z Bout = Z Bdestroyed (Al)
The previous terms are defined in a different way in the case of preheating and melting.
e Preheating:

Z Bin = Bt + Bair (A2)
D Baw = Buais + Bya + Biogs (A3)

e Melting:
Z B, = Bruar + Bair/N2 + Bgiia a (A4)
Z Bout = Bliquid at Bgas + Bloses (A'5)

Where:

Twa re
Bwalls = mwaII Lcwall (Tw,pre _TO)_TOCwaII In -II-I'p J (A6)

0

nt T .
Bgas,ph = 2_1: mgas,i - At chas,i (Tgas,i _TO ) _Tocgas,i In -QI-_J (A7)

0
For each gas, the specific heat is calculated from [28]:
=a+b-T +d-T2 (A.8)

2
+C .Tgas,i gas,i

C

gas,i gas,i
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Since all chemical species of gases are presented in the reference environment, chemical exergy is
calculated as in [29]:

nt ng Yk .
Bgas ch = z mgas |At Rgas i ngzs iTO ’ In iaSVI (Ag)
' i1 ' S Yo, gas
Total gas exergy is defined by:
Bgastot = Bgas,ch + Bgas,ph (Alo)
Biosses term represents all the heat losses in the system, this term cannot be computed directly:
Blosses = Qlosses (1_ TO j (All)
Tab
Qlosses = Efuel - Eproduct - Egas
(A.12)

where Ty, is the average temperature of the control volume boundary. Equation (A.12) calculates
losses from the overall balance of the furnace. In this equation, Eproduet iS defined depending on the
heating process:

o Preheating: the product is the preheated refractory; Eproduct IS the energy stored in walls that
avoids thermal shock. For this analysis (A.6) is computed.

e Melting: the product is the molten aluminium and exergy related to temperature variation in
walls is included in the losses term. For this analysis, (A.6) is obviously not computed.

In order to compute exergy, it is necessary to firstly know the temperature of the process. This value
was calculated as described in sections 2 and 3. Since it is considered that there are not chemical
reactions during the melting process only thermo-mechanic exergy component is taken into
account:

e Initial aluminium exergy value (during heating of solid aluminium):

T i
Bsolid,AI = mAI(CAI,s (TAl,i _TO)_TOCAI,S In TLIJ (A-13)
0
e Final aluminum exergy value, (during heating of liquid aluminium):
TAI,i
Bqu,AI =Myl Cpu (TAI,i - T )_TOCAI,I In T + BphasechangeAl (A.14)
f

Where phase change exergy of aluminium is defined as:

T T
Bphaseohange,AI = mAI [CALS (TAI,f _TO) _TOCAI s In %J +Qphasechange -At- [1_ T . J (A15)

0 Al f
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Nomenclature
Thermodynamic symbols

A area, m?

B exergy, J

c specific heat, J/(kg K)
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internal heat generation, W/m?®
energy, J

friction factor

shape factor

absorbed energy, W/m?

heat transfer coefficient, W/(m? K)
radiosity, W/m?

thermal conductivity, W/(m K)
absorption coefficient, 1/(m-atm)
mass, kg

mass flow rate, kg/s

number of time steps

number of gas components

heat per area, W/m?

heat rate, W

heat, J

temperature, K

time, s

volume, m®

molar fraction
differential element
Plasma symbols

E’ electric field, V/m

f’(v)  maxwellian distribution
| electric current, A

li ionization potential, eV
Kk’ Boltzmann constant, J/K
m’ electron mass, kg

n density number, particles/m?
p power flux, W/m?
r
Vv
w

x<<~"HO0Op o332z 3FTeTomTmoe

radius, m
particles velocity, m/s
joule heat per length, W/m

Thermodynamic Greek symbols
a thermal diffusivity, m?/s
n efficiency

p density, kg/m®

T mesh Fourier number

Plasma Greek symbols

r Plasma particle flux, particles/(m? s)
0 Plasma azimuthal angle

A Plasma thermal conductivity, W/(m K)
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o Plasma electric conductivity, S/m

) Plasma polar angle
Subscripts and superscripts
0 reference

1 furnace walls

3 furnace cover

ab average boundary
ch chemical
melting point
gas

fuel

time interval
node

gas component
Fusion energy
plasma
physical
preheating
walls
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Abstract:

In this paper, we deal with a dynamic model of a solar cooling plant. A demonstration device has also been
developed, using market-available technologies, the main apparatus being a single-effect absorption chiller
of 4.5 kW nominal cooling capacity. A solar collector field supply the plant with hot water. This set has been
successfully tested during the summer 2011. The present work is organized as follows. Firstly, we present
our installation. Secondly, we show how to develop the model, based on thermodynamic principles. A
validation is carried out, thanks to a set of experiments obtained with our plant. Eventually, we use our
modelling tool to study design optimization of several parts of the system.

Keywords:
Solar cooling plant, absorption, modelling, simulation, transient, experimental validation, design tool.

1. Introduction

In France, during the summer months, air-conditioning represents an important electricity
consumption in both residential and commercial buildings because the thermal comfort demand has
not stopped rising since the hot summer 02003 [1, 2]. In consequence, the distributor must manage
these electric demand peaks that are observed and in the same time the global warming continues to
increase year by year [3]. To reduce this impact without modifying the thermal comfort, air-
conditioning using thermal solar energy has a great potential for saving primary energy because of a
good correlation between chilling loads and solar energy resource [4]. The use of tri-thermal
refrigeration cycles driven by solar heat energy is an interesting way of research and development.
In the world, about 600 solar systems are functioning and among them, 71% are of absorption type
[5, 6]. One of these installations is located in Pau, South-West of France. It works with a
ROTARTICA Solar 045 machine. Its nominal chilling power is 4.5 kW witha COP of 0.62. It is an
innovative absorption technology based on integrated rotating heat exchangers to enhance heat and
mass transfer resulting in a potential reduction of size, cost and weight. The heating loop of the
generator is fed by 16.6 n? evacuated tube collectors. To reduce the influence of varying conditions
(due to clouds for instance), a storage tank of 260 L has been added between the solar field and the
chiller. The cooling loop dissipates the heat generated by the absorber and the condenser thanks to
an external dry-cooler. The chilling production is used to refrigerate two climatic cells (with
controlled chilling load) with two fan coolers.

The main objectives of having built such a pilot are:
= Demonstrating the interest of the absorption system and evaluating its performances,

= Deweloping a dynamic installation model in order to improve reliability of components,
conception, and control strategy.
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This paper presents in a first part the installation, i.e. the materiel, the selected configuration and its
control strategy. Ina second part, thanks to previous work concerning the modelling of the machine
alone, the dynamic modelling of the whole system is introduced, taking into account all the
elements (solar collectors, storage tank, dry cooler...). In another part, the experimental and
simulated results for two typical days (sunny summer day and mean season day with accident) are
compared and commented. Finally, the obtained model enables to simulate the installation
behaviour with a quite good accuracy.

2. Solar cooling plant description

This section presents the laboratory experimental plant. Figure 1 shows a simplified diagram of the
facility with its main components. The unit is located on the University campus of Pau. The city is
located in the Pyrénées Atlantiques, in the south west of France (43°18'06" N 0°22'07" W).

Fig. 1. Simplified diagram of the experimental solar cooling plant and its main components.

2.1. Solar system

In order to supply the heat storage tank and the desorber of the absorption chiller, a 16.6 square
meter field of solar thermal collectors was installed on the ground, as can be seen in Figure 1. Two
technologies are present: 8 evacuated tubes heat pipes (12.4 m?) of the Tecnisun brand (10 tubes
version) and 2 evacuated tubes direct flow (4.2 m?) of the Viessmann brand (20 tubes version). All
these solar collectors are connected in series. The Tecnisun Technology has a particularity because
in this collector there is a heat exchanger inside the panel. This one preheats the heat transfer fluid
which enters in the collectors' field and sub cools the heat transfer fluid which exits.

These two devices are depicted in Figure 2.

Fig. 2. Pictures of the Tecnisun (left) and Viessmann (right) solar collectors.
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2.2. Accumulation system

A hot water tank was installed between the solar collectors' field and the desorber of the absorption
chiller. It is used as a buffer tank to allow continuous operation during cloudy periods, for example,
during about 10 minutes. The maximum inlet desorber temperature allowed is 5°C.

2.3. Chiller

The absorption chiller Rotartica Solar 045 is the main element of this pilot plant. This is the version
without dry cooler. The working fluids are the couple H,O/LiBr. Its nominal chilling capacity is 4.5
kW for a COPy, 0f 0.62, in the case of the following conditions: 90°C at the desorber entrance, 35°C
at the cooling entrance and 12°C at the evaporator outlet. The absorption chiller can operate in the
following range: 70°C to 108°C for the hot source (desorber), 30-45°C for the heat removal
(absorber and condenser) and 6°C to 20°C for the cold production. This machine uses a rotating
system, which allows the solution to mix in each component, the liquid to be distributed over each
heat exchanger area and ensure the liquid flow between the different elements. This machine was
designed for flow rates of hot water systems, cooling water and cold water, respectively, of 900 L/h,
1980 L/hand 1560 L/h.

2.4. Cooling system

This is a dry cooling tower Contardo, i.e. an air/water heat exchanger. It is installed behind the
climatic cells (white buildings visible in Figure 1) in order to be as much as possible in the shade
during the day and close to the machine to reduce pressure losses. This component is used to
remove the heat liberated by the absorption and condensation process. Air is drawn from the bottom
and rejected by the top with a flow rate of 5800 m*/h.

2.5. Distribution system

Two fan air coilers, connected in parallel, serve to distribute the chilling production to the climatic
cells (ALGECO type). They operate with an air flow rate of 1000 m*/h, which permits to reach a
chilling power of 3.2 kW per unit with an input/output temperature range of 8/13°C (for an air at
24°C and 50% humidity in our operating conditions). The chilling load of each cell may be
modified so as to analyse the absorption chiller behaviour for different distribution temperature
levels.

Outdoor air

Dry cooler

(T AVAWL VLW |
L] |

Fan coiler 2

Absarption”
chiller >

Fan coiler 1 :
&

Fig. 3. Sketch of the components interactions of our model.
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3. Dynamic model development

Our model consider several elements: 8 pipes, a field of solar collectors, a stratified tank, an
absorption chiller, a dry cooler and two fan coilers. These elements connected together by water
inputs/outputs, as shown in Figure 3. Each part interacts with its direct neighbours and possibly
with the surrounding environment.

The modelling of sub-systems is performed in the Delphi environment, using an explicit Euler time
integration. Each sub-model is now considered below.

3.1. Pipes

To evaluate the heat losses on the line, we suppose that we know the inlet/outlet temperatures and
the flow rate. External losses are computed through an equivalent thermal resistance. Finally, the
inertia of the tube is replaced by an equivalent mass of water.

For example, in the case of a chilling distribution, i.e. considering the connection between the
evaporator of the chiller and the fan coiler units, we obtain the following equation:

du pipe . . . ( )
M pipe T = Qpipe +Wpressurelosses + mevap ’ prater ’ Tinletpipe _Toutletpipe (1)
The thermal resistance of each pipe contains the internal forced convection of the fluid (water),
conduction in the tube (copper), conduction in the insulation (ARMAFLEX) and natural convection
of the external fluid (air). Consequently, we may deduce the expression of the heat flux exchanged
between the heat transfer fluid of each loop and the outside air:

Q‘ . =Tpipe_Text _ Tpipe_Text
Pipe R Ritcone + Runecond + Rinsutcond + R )

tot intconv tube con insul con ext conv

During the flow, the heat transfer fluid exchanges the following work:
_ Hm " Puater * 9 'Qv

pressurelosses —
77hydrau pump (3)

W

with Hy, is the pressure loose, m, pueer is the water density, kg/m®, g is the gravity acceleration,
m/s?, Q, is the volume flow rate, m°/s and Nhydraupump IS the hydraulic efficiency of the pump.

3.2. Solar collectors' field

Let us first present our basic hypotheses:

= The temperature of the heat transfer fluid is uniform inside the collector pipe,
= The collector tubes are replaced by an equivalent water mass.

Since the Tecnisun’s collectors involve a heat exchanger, we have to split the first principle into
two parts: one for the upper fluid line (hot), one for the other (cold). If we have a look on the Figure
4, it corresponds to the line between 4 and 3, and 2 and 3 respectively.

Thus, we have:

u . .
M collUP * dt =0.5- Heon @ received T Qexchanged +Wpressure|osses + Mgy, - prater ’ (Tinlet _Toutlet) (4)

ducoIIDOWN

M coll DOWN * T =0.5- Meon q)received - Qexchanged +Wpressurelosses + rT"|coll ' Cpeau ) (Tinlet _Toutlet) (5)
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The thermal power exchanged by the coaxial heat exchanger is:

Qexchanged = UAreceived : (ToutletUP _Toutlet DOWN) (6)

As we may see in Figure 5, the heat pipe condenser is in contact with two pipes, that is why we
consider that 50% of the solar energy is collected by each pipe.

Fig. 4. Schematic representation of the thermal solar collectors’ field.

Fig. 5. Scheme of the Tecnisun’ collector (left) and section of his coaxial heat exchanger (right).

Ifwe now consider the Viessmann’s collector, we have directly:

du Il DOWN y .
M coll DOWN * COT =MNeon @ received +Wpressure|osses + Mgy prater ’ (Tinlet _Toutlet) (7)
Thermal power received by each solar collector is computed with the efficiency expression of [7]:
2
n - al Tfluid _Tairext a (Tfluid _Tairext)
n ="~ = - %
® ScoII ’ q)received ScoII : q)received (8)

3.3. Hot storage

The model is directly derived from the works of [8]. The hot storage is then divided into several
strata, at uniform temperature; we consider in our case four strata.

The physical phenomena considered by the model are:

= The exchange of heat and mass by direct injection and extraction of water,

= The heat transfer by conduction through the different walls of the tank,

= The heat transfer by conduction between each adjacent layers inside the tank,

= The exchange by forced convection inside the storage at each strata.

The model writing is based on the following hypothesis:

= The temperature and density of the fluid in each layer are uniform and constant at each time step,
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= The only temperature gradient is in the x-direction.
Consequently, the balance on the first strata gives:

Tl

W = r'hcoll . Cpeau : (Toutletcoll field _T1)+ rhdesorb : prater : (TZ _Tl)

+ (kwater + Ak) s
AX

V0|1 * Pwater * prater :
©)

stock '(Tz _T1)+UA1 '(Text _Tl)

For the two intermediate strata (j=2 and 3), we have:

de
VOIj " P water 'prater T rT‘lcoll ’ prater '(Tj—l _Tj )+ rT‘Idesorb 'prater .(Tj+1 _Tj)

dt
+ (kwater + Ak) ! S
AX
+UA, (T, -T,)

stock | (Tj—l -T. )+ (kwater +Ak)s

i AX stock | (Tj+1 _Tj) (10)

And finally for the last layer:

dT
V0|4 * Pwater * prater — =

dt r‘hcoll : prater : (TS - T4)+ mdesorb : prater : (Toutletdesorbloop - T4)

+ (kwater + Ak) ' S
AX

(11)

stock '(Tz _T4)+UA4 '(Text _T4)

Where Vol is the water volume of a strata, m®, m_,andm, . are respectively the injection and

racking between the different strata, kg/s, Kwater is the water thermal conductivity, W/(m.K), Ak is
the correction coefficient of the water thermal conductivity due to the high conductivity of the metal
wall, i.e. knater + AK = Kefrective, Sstock 1S the hot storage section, m?, AX is the height of a hot storage
strata, m, UA; is the global heat exchange coefficient between the water of the strata j and the
environment, W/K.

3.4.Absorption chiller

To simulate varying conditions as well as the startup and shutdown phases, a dynamic model is
used. In previous work [9, 10], an unsteady model of H,O/LiBr absorption chiller has been
developed to simulate the transient behavior of a Rotartica machine. Mains hypothesis are as
follow: Each component (desorber, absorber, condenser, and evaporator) is divided in two elements
that are the vessel (which contains the solution or the refrigerant) and the solution (or the
refrigerant). The vessel has generally a double role since it is also the exchange wall between the
heat transfer fluid (sources) and the solution (or the refrigerant). Each component is described by its
geometric characteristics (volume, exchange area) and by its physical properties (mass, heat
capacity, overall heat exchange coefficient). So, there are states variables for each one (temperature,
pressure, mass fraction, specific enthalpy...). Therefore, the chiller is described by a coupled non-
linear differential equation system which is summarized in the three following balances:

= The energy balance of the system:

du )
E:ZQi"‘izmi‘hi (12)

= The liquid solution mass balance:

dM
o " 13)

= The water mass balance:
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dM,,

-2 - m. - X.
dt Z v (14)

where U is the internal energy, kJ, hj is the specific enthalpy, kd/kg, x; is the mass fraction, M is the

mass, kg, m; are the different mass flow rate, kg/s and Q, represents the thermal exchange of the

system, kW.

To access to all the characteristics of the points of the cycle, a properties library based on recent
works [11, 12] has been used and covers the working range of the absorption cycles with
temperatures from 273 K to 500 K and mass fraction between 0 % and 70 %.

The chiller behaviour is simplified thanks to several hypotheses:

= In the condenser and the evaporator, the refrigerant is composed of pure water,

= The thermodynamic equilibrium is supposed in each component,

= The solution leaving the component is supposed saturated,

= Only convective heat transfer between medium is considered,

= The exchange coefficients are supposed constant,

= The variables (mainly temperature, pressure and composition) are supposed uniform in space,
= The thermal losses are neglected.

For example, if these previous equations are applied to the desorber of the machine represented
figure 3, the following equations system is obtained:

du . . .

dtSOI = Qdesorb +Qdesorblosses +d- hs —C- he —m- h7
M, .

oL _ g _¢ -

dt (15)
dM .
— 20 —d.X,—-¢-X,—m

dt

Q,...rs s the heat power exchanged between the solution and the heat exchanger. This latter can be
expressed by two equations, one relative to the heat transfer fluid:

Qdesorb = Myesorb * prater ' (Tinletdesorb _Toutletdesorb) (16)

And the flow of heat from the coolant to the solution:

Qdesorb = UAdesorb ' (Toutletdesorb _Tdesorb) (17)

The thermal losses are directly considered as an energy waste of the solution or the refrigerant
contained in each heat exchanger. They are simply estimated by the following equation:

Qdesorblosses = hdesorb ’ Sext desorb (Tdesorb _Tair) (18)

3.5.Dry cooler and fan coilers

To model these components the first principle of the thermodynamic is applied with the following
hypotheses:

= The heat transfer fluid outlet temperature is equal to that of water inside the exchanger,

= The equivalent water mass to the mass of the exchanger is added to the heat transfer fluid mass
present in it.

We obtain the following equation in the case of the cooling tower:
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duy . . '
Mdry ’ dtry = ery +Wpressurelosses + mabs/cond : prater ’ (Tinlet _Toutlet) (19)

and the next in the case of the fan coil units:

dufan : y r‘hevap
T Qfan +W +—'prater (T

fan pressurelosses inlet
dt 2

Toutlet) (20)

The effectiveness of anair / water cross flow obeys the relation:

m.. -Cp.;
1_ exp —— alr palr . 1_ exp(_ LJ
M abs/cond * prater M 'Cpair

Fary = mair ’ Cpair (21)

Mabs/ cond * prater

The method used to estimate the amount of heat transferred by the water/air heat exchangers (Qary
cooler aNd Qtan coiler) 1S based on the notion of effectiveness [13]. So, we deduce:

ery =&ary* Cm’n ) (Tinlet _Text) (22)

The presented expressions can also be written in the case of fan coil units. Therefore, we conclude
that the exchanged heat by each fan coil unit is:

Qfan =& Cn1n ’ (Tinlet _Tint) (23)

3.6.Coupling model and simulation results

In order to avoid errors compensations between the different modelling, a first study has been done
to validate each model of the various components independently from each other. When comparing
with the experimental results, i.e the outlet temperatures and associated thermal power, a good
agreement was obtained. Then, we may now turn to our main goal: the evaluation of the
performances of solar cooling installations based on the absorption cycle. The experimental
campaign has been done during summer 2011. We use the July's data for our first validation of each
sub-model, and the August's data for the validation of the whole model.

The input data are: the different pumps start/stop orders, the global/diffuse insulations and the
outdoor/indoor temperatures of the climatic cells.

For convenience, we present the results for a single day, whose conditions are given in Figure 6. We
present the corresponding results in Figure 7.
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Fig. 6. Weather conditions corresponding to August 10" 2011.
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We may note that we have relatively good agreement. Next, as can be seen in Figure 8, the model is
able to correctly reproduce the various behaviour of each component. To summarize, we present a
guantitative comparison in Table 1.

Eventually, we obtain very good agreement between the experimental results and the simulated
ones. Thus, we may now perform a sensitivity analysis of the various parameters.
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Fig. 7. Comparison of the experimental and numeric collected solar power (left) and thermal power
evolution in the hot storage (right).

20 _Q [kw] ® Measured 207 QKW ® Measured
18 1 Simulated 18 1 Simitlated
16 1 o 16 1 °. Drycooler
14 1 ] Absorber + Condenser 14 1 ®ye o
12 1 e enetegase i " e005% ;00® _e00e,
. 004 ces0l0, 12 e

10 1 4

0 S Desorber 10

8 1 veeet 0000000000000, 8

i Fan coilers

6 *%eee 6

00.0.00............ b

;"- Evaporator :‘ 421 aaadd i dd LAt Al L R S T

i 1 .
0-sssssssst T T T ooy 0 -ooooooo,.. : : . .
12:00 13:00 14:00 15:00 16:00 17:00 12:00 13:00 14:00 15:00 16:00 17:00

Fig. 8. Comparison between different experimental and simulated powers (August 10", 2011)

Table 1. Comparison of experimental and simulated performances obtained for August 10" 2011

Performance indicators qun Qcoll Qstock Qdesorb Qabs/cond Qevap MNcoll COPth

kWh kwWh kWh kwWh kWh kWh - -
Experimental 96.6 483 193 26.2 422 168 050 0.64

Simulated 96.6 47.1 20.8 26.3 41.3 16.6 0.49 0.63
Relative differences - 2% 8% 0% 2% 1% 2% 1%

4. Parametric sensitivity study

Since our model has been validated, it is possible to use it in order to study the system performances
in different configurations. The model is used to quantify some improvements on collectors’ field,
storage tank, fan coil units and cooling tower. The reference configuration is the current
experimental pilot. The behavioural changes caused by each studied parameter are compared with
the reference configuration through performance indicators.
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When analysing the experimental results, an undersized of the collectors' field has been observed.
Therefore, we first test an increase of its area, either with only Viessmann technology or with
Tecnisun technology. We compare the case of four additional Tecnisun collectors (6.24 m?) with
the case of 3 additional Viessmann collectors (6.33 nf). Then, we propose to test a variation of the
storage volume: increase, reduction and no storage cases are considered. Finally, we show the
influence of the cooling tower and fan coilers, by modifying their efficiencies. We thus used a
double and an half value for each of them.

The corresponding results are presented together in Figure 9. The addition of Viessmann collectors
lead to a better improvement than the Tecnisun collectors, with respectively +43% and +33% of
chilling production. In each case, the collectors’ field is now well sized. Moreover, the energy
stored at the end of the test is also found much higher than the current configuration in the two
cases. When using variable hot storage tank, an increase of the volume corresponds logically to an
increase in the stored energy but also to a decrease of the chilling production (20%). The opposite
effect is observed when reducing the storage's volume. With no storage tank, a raw increase of the
chilling production is obtained (60%). Eventually, the cooling tower efficiency has almost no
impact (yet we may highlight here this device was over-sized in the reference test case). Concerning
the fan coiler, a reduction of its efficiency leads to a decrease of the chilling production.
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Fig. 9. Synthesis of the parametric sensitivity studies.

5. Conclusion and perspective

In this paper, we present a modelling tool for solar cooling plants. An exhaustive approach has been
followed, considering each subsystem: the solar collectors' field, the hot storage tank, the cooling
tower, the fan coiler units and the absorption chiller, and all pipelines that connect these
components together.

First, each of them has been individually modelled and validated from experimental results obtained
in our installation. They all led to conclusive results. Their coupling has been performed in order to
develop a tool to assess the performance of an absorption solar cooling system. The simulation
results are satisfactory, so a parameters sensitivity analysis was undertaken to identify optimization
ways for the experimental installation.

Following the encouraging results obtained with the model, different perspectives were considered
to complete the modelling tool of absorption solar cooling units. In the experimental and simulation
studies of the installation, the working without hot storage tank has emerged as a powerful solution
in sunny weather. The first works will be to study the influence of a regulation on the flow rate of
the desorber loop in order to work at part load when the sun is less important and to avoid chiller
shutdown with an inlet desorber temperature too low. Then, as it was observed that the performance
decreased with the inlet desorber temperature, it was envisaged to study the coupling of a storage
tank incorporating phase change materials. If the melting temperature of these materials is close to
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the desorber nominal temperature, this storage would reduce its volume and probably increase the
installation performance.
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Nomenclature

T temperature, K

P pressure, Pa

UA  heat exchange characteristic factor, W/K
Q heating power, W

COPy, coefficient of performance,

m, d, ¢ mass flow rate of refrigerant, diluted and concentrated solution, kg/s
X mass concentration in LiBr

) total incident radiation, W/m?
Subscript/supe rscript

abs  absorber

cond condenser

desorb desorber

evap evaporator

coll  collector

fan  fan coiler

dry  drycooler
ext external
int interior

meas measured
simul simulated
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Abstract:

Thermoelectricity has attracted increasing attention as a “green” and flexible source of electricity able to
meet a wide range of power requirements. Thermoelectric modules convert a portion of thermal power into
electric power and only require to function the presence of a temperature gradient.

In addition to the improvement of the thermoelectric material and module, the analysis of thermoelectric
systems is equally important in designing a high-performance of these ones. The main works consist in
predicting the performance of thermoelectric generators with particular configuration of heat exchangers and
in studying the effect of fluid flow rates, fluid properties and inlet temperatures on the power supplied by the
system.

The electric power generated by thermoelectric modules depends obviously on the nature of the modules but
also on heat transfers on both sides of these modules. So the place of the thermoelectric modules in the
systems has an influence on the electricity generation.

The purpose of this work is to investigate the electric power extractable from a system equipped with
thermoelectric modules and the influence of operating parameters on the electricity generation. A computer
model has been developed to simulate the performances of the thermoelectric system. The influence of the
occupancy rate of the thermoelectric couples along the system is studied in order to optimize the electrical
power. The results obtained for modules made with Bi,Tez from two different data sources and with slightly
different thermoelectric properties are also presented in the study. The numerical model shows the
importance of the repartition and of the choice of thermoelectric couples. It shows that for each
thermoelectric fabrication there is an optimal occupancy rate which can be quite different.

Keywords:
Numerical simulation, Occupancy rate, Power generation, Thermoelectric generator.

1. Introduction

The increasing number of environmental restrictions as well as the growing problems of the
availability of energy resources urge the energetic sector not only to develop its technologies but to
use them more rationally.

Thermoelectric (TE) devices directly convert thermal to electrical power (Seebeck Effect) and the
reverse, electrical to thermal power (Peltier Effect). The phenomena have been known for about 150
years but are anew studied and explored to meet the challenges that arise from these new
environmental constraints [1].

Transportation and electricity are the two sectors where the demand for energy will increase the
most and are also those that emit the most greenhouse gases.
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It is for example the case of the aerospace industry which needs to change its methods of production
and consumption of energy to reduce energy costs and reduce its environmental footprint. In
addition of oil consumption, the electrical equipments which offer such benefits are now required
on board involving additional power generation.

Another example is the case of electricity production in developing countries, where currently about
1.6 billion people lack access to electricity [2].

We focus in our studies on TE generators to produce electricity. Thermoelectricity can be a solution
to supply electricity with a significant improvement of the efficiency of a system. Thermoelectric
modules convert a portion of thermal power into electric power and only require to function the
presence of a temperature gradient. So it is possible to retrieve a part of waste energy to produce
electricity.

TE generators are well-known for their advantages such as high reliability, silence and low
environmental impact and for their capability of utilizing amounts of waste heat as an energy source
in a simple and easy manner. In these cases, TE generators become advantageous as compared to
conventional energy technologies even if they have a low energy conversion efficiency of around 2-
5% [1].

In a classical thermoelectric generator, a heat exchanger captures the heat from the hot source and
transfers this heat to the thermoelectric elements while another heat exchanger evacuates heat with a
cold source in order to have a significant temperature gradient between the two faces of the TE
elements. Various parameters affect the efficiency of a thermoelectric generator.

The electric power generated by thermoelectric modules depends obviously on the properties of the
modules but also on heat transfers on both sides of these modules. So the place of the thermoelectric
modules in the systems has an influence on the electricity generation.

The goal of the presented work is to investigate the electric power extractable from a system
equipped with thermoelectric modules and the influence of operating parameters on the electricity
generation. To understand the factors influencing the TE generator efficiency, we have designed a
heat exchanger with a typical configuration. A computer model has been developed to simulate the
performances of the designed thermoelectric system under various use conditions.

The influence of the occupancy rate of the thermoelectric couples along the system is studied in
order to optimize the electrical power. The results obtained for modules made with Bi,Tes from
different data sources and with slightly different thermoelectric properties are also presented in the
studly.

2. Model

The model has been already described in two of our previous papers [2, 3]. Only the main
hypotheses and equations are here presented with a special adaptation to the new configuration. The
configuration of the modelled exchanger was selected in order to study experimentally the
feasibility of producing electricity with thermoelectric modules. It will be tested in following works.

2.1. Principle of modelling and assumptions

The studied thermoelectric generator, presented in Fig. 1, is mainly composed of a tubular heat
exchanger. This exchanger is realized with a pipe of constant rectangular cross section. To increase
the inner heat transfer area, fins are added connected to the primary surface. All the parts of the heat
exchanger are made with 6063 Aluminium. Hot gas (air) circulates inside this tube.

The thermoelectric modules are placed on the external smooth surface of this tube fin exchanger.
The modules are kept pressed against the surface through a second tubular heat exchanger but
without fins in which a cold liquid circulates.

Several types of thermoelectric modules can be used.
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Fig. 1. Schematic diagram of the designed thermoelectric generator.
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Fig. 2. Cross section of the TE module.

As already mentioned, the thermoelectric (TE) modules are sandwiched between the hot fluid and
the cold fluid and they are electrically insulated by ceramic plates (see Fig. 2). A TE module
consists of n thermocouples composed of two n and p doped semiconductors (Fig. 3b), two ceramic
substrates and a graphite layer. The thermocouples are configured so that they are connected
electrically in series, but thermally in parallel.

In order to simplify the physical model of the thermoelectric generator, the following assumptions
were made:

= Only the steady state case is considered;

= Fluid flows are considered unidirectional;

= Hot and cold fluids flows are incompressible and Newtonian;

= The conduction along the flow direction is negligible;

= Allthe TE modules are composed by a single layer of p-n junctions as illustrated in Fig. 2;
= The electrical contact resistance between the p and n couples is assumed to be negligible;

= The material properties for the TE couples vary along the length of the exchanger with changes
in temperature.

2.2. Heat transfers modelling

Based on these assumptions the energy balance equations at steady state for the hot fluid and the
cold fluid are:

or, -

PuCppUy EH = VQHH (1)
JaT. Q

pccp,cuca_;:f (2)
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Where p, Cy, u and T respectively represent the density, specific heat capacity, velocity and
temperature of the fluid. V is the volume occupied by the fluid. The subscripts C and H correspond
to the cold and hot fluid. Qc is the heat flux transferred between the cold fluid and the TE modules
and Qu the heat flux transferred between the hot fluid and the modules. y corresponds to the
position along the heat exchanger (Fig. 3a).

The heat exchanger is cut into four main surfaces where both the occupancy rate and the current of
the TE couples are chosen constant. For better accuracy, each principal surface is cut into four
secondary surfaces where the equations are solved (Fig. 3a).

The occupancy rate 7 is defined for each main surface as the ratio of the area occupied by the TE
modules on the area of the heat exchanger (WL/4).

(b)
Fig. 3. (a) Schematic diagram of the global modeled thermoelectric generator (not in scale)
(b) Detailled geometry of a thermoelectric couple.

The geometric characteristics for the modelled exchanger (Fig. 3a) and the TE couples (Fig. 3b) are
given in Table 1.

Table 1. Geometric characteristics (Fig. 3)

Symbole Définition Value
[ Length of a couple 1.810° m
S Surface of a couple (2.6 10%)? m2
H Height 0.059 m
W Width 33.136 X Sm
L Length 0.224 m

Six temperatures are calculated in each control volume (Fig. 4): the hot and cold fluids temperatures
(Tw and Tc¢), the hot and cold wall surface temperature (Tyw and Tcw) and the hot and cold side
temperature of the couple (T coupte aNd T couple)-
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The thermal model through the control volume is given using the various thermal resistances as
indicated in Fig. 5, and the associated fluxes.

ol
R
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TC’, couple Reys
Te‘ﬂw R{e-r.umin / Tc,eoqaie
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RH,cona‘ Tﬂ,x
Fig. 4. Geometry of the thermoelectric
generator.

Fig. 5. Thermal resistances model of the
thermoelectric generator.

Ruconv @nd Rceonv are the thermal convective resistances. Rucond @and Rceond are the thermal
conduction resistances of the exchanger. Reeramic is the resistance of the ceramic materials. Reoupre 1S
the thermal conduction resistance of the TE couples. A thermal contact resistance R exists
between the ceramic layer and the heat exchanger material. A constructor datasheet [4], which takes
into account the pressure, is used to calculate it.

In order to calculate the thermal convective resistances, the heat exchanger model implements
empirical correlations for the hot side (air) and cold side (liquid water with 30% glycol content)
convective heat transfers. The different correlations depend on the flow regime (laminar, transient
or turbulent). The selected correlations are valid for fully developed pipe flow.

When the Reynolds number Re < 2300, the flow is laminar and the Shah and London correlation [5]
is used to predict the mean Nusselt number Nu. For the hot fluid flow through the inner tube, Nu =
7.5 and for the cold fluid, Nu = 4.363.

The Gnielinski correlation [6] is used in the range 2300 < Re < 5x10° (transient and turbulent):
f

(Ej(Re-looo) Pr

{1 + 12.7(%)0.5(Pr°'66- 1)}

1
4
[1.58 % In (Re)-3.28]° @
the fanning friction factor and Pr the Prandtl number is in the range 0.5 < Pr < 10°,

Because of the rectangular cross section and the presence of fins, we use in each correlation the
hydraulic diameter.

The pressure drop of these exchangers is low and is neglected in this work.

Nu =

©)

With: f =

2.3. Thermoelectric modelling

The one dimensional model commonly described in literature (1-D heat flow) of a typical TE
module made of n thermocouples [1] is used.
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These equations are obtained from the study of a single n- or p-type element assuming that all
connections between the elements are perfect: no electrical and thermal resistance.

We assume that the TE generator is well insulated (no heat exchange with the ambient).

A simple energy balance around the TE modules yields the following equations for the hot side heat
flux into the TEs, the cold side heat flux out of the TEs and the electric power:

Relec |2 B (TC couple _TH ,couple)} (5)

QH = n{alTH couple 2 R

couple

C couple
P 2 R

couple

2 (Te e =T
QC =n {O{ IT + Relecl _ ( C couple H couple )} (6)

P.=Qy-Qc=na [ (T, couple -Te couple )= Reec! 2] )

where 1 is the current flow through a single thermocouple, «, Reiec are respectively, the Seebeck
coefficient and electrical resistance of a single thermocouple. In each main surface, the TE couples
are wired in serial so they have the same current. This current is the average current optimum of
each secondary surface. The next formula is used to calculate the optimum currents:

Iupt — @ (TH ,couszI;_ TC ,couple) ®)

elec

Using the thermal resistance model (Fig. 5), we are able to determine the different temperatures. A
Newton Raphson method is used due to the dependence on temperature of the different parameters.

2.4. Optimization algorithm

The optimization problem consists in identifying the number and the position of TE modules that
will maximize the electrical output power in the case of a fixed geometry of heat exchanger. The
retained optimization strategy is a genetic algorithm (GA) which is a method of stochastic
optimization inspired by the biological evolution [7]. The selected genetic algorithm uses real
numbers and tournament based selection with elitism.

The algorithm parameters are presented in Table 2:
Table 2. Main parameters used by the GA

Size of the population = 100
Number of generations = 80
Crossover rate =0.5
Mutation rate =0.07

The used crossover operation is the blend crossover operator (BLX-a) and the performed mutation
is uniform over the entire domain.

The electrical output power is calculated for each individual in the population. A tournament
selection is made: 50% of the population is selected by a criterion corresponding to the best
electrical output power and we crossover them to make the other 50% of the next generation. After
that the mutation is performed.

3. Results

In the following numerical simulation, the thermoelectric properties of two different types of BixTes
TE modules are used [1, 8].

3.1. Hot temperature and air flow parametric analysis
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The first optimization that has been performed is the maximization of the electrical output power
for different conditions (air flow rate - hot inlet temperature) and for the two different BiyTes
modules. The cold inlet temperature was set to -10°C and the flow rate to 10 m®h™.
Fig. 6 and Fig. 7 present the optimized occupancy rate of the different parts of the exchanger for the
two types of TE modules for different inlet temperatures of the hot fluid Tw;n. 7, corresponds to the
first main surface at the inlet of the heat exhanger and z, is the last one at the outlet.
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Fig. 6. Optimized occupancy rate for the 4 parts of the exchanger with Bi,Tes [1].
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Fig. 7. Optimized occupancy rate for the 4 parts of the exchanger with Bi,Tes [8].

First of all, it appears that the inlet temperature of the hot fluid has a slight influence on the
occupancy rate. Moreover, when the heat flow becomes high because of the increase in airflow rate
the occupancy rate no longer changes much. For example for Bi;Tes [1], each principal surface
seems to converge with a value of the occupancy rate between 30 to 40%. For Bi,Tes of Taihuaxing
[8], this value converges between 15 to 20%.

In the two cases, the occupancy rate increases in the direction of the flow rate. To have a higher
total electric power, the number of TE modules must be more important at the outlet than at the
inlet of the heat exchanger.

These two examples show that for each thermoelectric fabrication there is an optimal occupancy
rate which can be quite different and the use of a model seems very pertinent.

Fig. 8 shows the ratio between the optimized electric output power and the output power when the
TE modules cover all the area of the exchanger (occupancy rate of 100 %). The results show that
the choice of an occupancy rate of 100% is awkward especially for low heat flows. We lose an
average of slightly more than 50% of the available electrical output power and we can even lose up
to 85% for some.
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Fig. 8. Increase of the ouput power compared to output power with an occupancy rate of 100 %.

Moreover a maximum occupancy rate of 100% brings the cost to increase because of the number of
TE modules.
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Fig. 9. Optimized electric power Bi,Tes [1] for various inlet temperature.

A typical curve of output power versus the air flow rate is shown in Fig. 9.
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Fig. 10. TE modules efficiency for various temperatures.

For each air flow rate, and Twin, We optimize the occupancy rate and plot the electrical power of the
best solution. The output power increases with the air flow rate but evolves slowly after a certain
value. Considering the fact that an increase in flow rate of hot air improves the exchange increasing
the convective heat transfer coefficient, one wonders why the electrical output power increases so
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little. To explain that, it is important to know the characteristic of the Bi;Tes modules and in
particular the efficiency versus temperature given in Fig. 10.

The efficiency increases with the temperature difference but decreases with the increase in the
average temperature of the TE module. When the air flow rate increases, the heat transfer
coefficient increases raising the average temperature of the TE module and bringing down the
efficiency.

In the case of a high air flow rate (150 m3/h), all the temperatures do not change much along the
exchanger and therefore TaV%and the difference of temperature are almost constant. However in the
case of a low flow rate (5 m®/h), the hot side temperatures vary greatly between the inlet and outlet
of the exchanger. We have in this case a greater difference of temperature at the inlet but this
difference decreases a lot along this exchanger and a lower average temperature which also

decreases. The operating points of the two flows considered were placed on the graph of
performance and illustrate these explanations.

The results of the output power versus the air flow rate are shown in Fig. 11 for the other type of
modules. The electric power is higher than those obtained in the previous case. These TE modules
have a higher ZT value (Fig. 12) so a higher efficiency.
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Fig.11. Optimized electric power Bi,Tes Taihuaxing[8] for various temperature.
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3.2. Geometric analysis
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The influence of the area of the heat exchanger is now studied. The variation of the area (W x L) is
made using the W geometric parameter (Fig. 3a). The maximum output power is evaluated
choosing the optimized occupancy rate for each exchange surfaces. For this analysis, we set the air

flow rate at 5 m*/h and the inlet temperature of the hot fluid at 250°C. These results are presented in
Fig. 13.
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Fig. 13. Evolution of the maximum electrical output power with the exchange surface.

At a fixed air flow rate and hot inlet temperature, the maximum electrical output power increases
with the exchange area but does not grow quickly when it exceeds a certain area. If one connects
this area to the exchanger size or weight so it will show an optimum in terms of power density or
power per mass unit.

The influence on the occupancy rate is shown in Fig. 14.
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Fig. 14. Evolution of the different occupancies rate with the exchange surface.

When the exchange area increases, the occupancy rates decrease but as Fig. 15 shows, the number
of modules increases. The more extensive the area is, the less the number of couple increases.
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4. Conclusion

Current needs for fuel efficient, low emission, power sources for various applications have brought
forth a renewed interest in the thermoelectric technology.

The purpose of this work is to investigate numerically the influence of operating parameters on the
electricity generation with TE modules. The computer model is based on one-dimensional
differential equations representing conservation equations. These equations are restructured and
linked to the formulations of thermoelectric modules.

The influence of the occupancy rate of the thermoelectric couples along the system is studied in
order to optimize the electrical power. The results obtained for BipTes modules from two different
data sources and with slightly different thermoelectric properties show the importance of the
repartition. It is found that the output electrical power is sensitive to the number and the place of TE
modules on the surface of the heat exchanger.

It is necessary to improve the occupation of the modules because completely cover the heat
exchanger surface with TE modules is not the better solution.

These two selected types of modules show that for each thermoelectric fabrication there is an
optimal occupancy rate which can be quite different.

So the model which can be applied to various applications is an interesting tool to improve the
electric power of TE generators.

Finally, it is important to emphasize that all calculations performed by simulation need an
experimental approach to fully validate the results. We already have built the designed TE generator
and we project now to carry out experimental studies.
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Nomenclature

c specific heat, J/(kg K)

h heat transfer coefficient, W/(m? K)
I courant (A)

m mass flow rate, (kg/s)

n number of thermocouples
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Nusselt number

Prandtl number

power output, (W)

the rate of the heat flow, (W)

Relec  electrical resistance, (Q2)

Re Reynolds number

R thermal resistance, (K/W)
S area, (m?)

T température, (K)

u velocity, (m/s)

% volume, (m®)

y coordinate, m

Greek symbols

o Seebeck coefficient (V/K)
P density, (kg/m®)
Subscripts

avg  average

cond conduction
conv convection

ctc  contact

C cold fluid

H hot fluid

couple TE couple

w wall
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Abstract:

Biomass co-firing is a near term, low cost and low risk alternative for renewable energy production in a coal
power plant . A Brazilian experience was proposed in one unit of the Jorge Lacerda thermoelectric complex.
The rice straw is used as a biomass option in a 50 MW power plant with up to 10% (thermal basis). This
paper presents an thermodynamic and heat transfer analysis in order to evaluate the main boiler changes
with the rice straw co-firing. The modeling is based on the boiler equipment characteristics and operational
data obtained with the coal burning. The thermodynamic model consists on the mass, species and energy
balances of each boiler component (furnace, superheaters, economizer and air heater). A semi-empirical
method is used for the furnace heat transfer problem. The modeling is validated with additional coal burning
measurements. The rice straw co-firing is simulated, describing the changes in the boiler thermal behavior.
The results showed a reduction up to 12% in CO2 and SO2 fossilfuels emissions and an increase up to 5%
in gas temperature. The rice straw presents a great potential for co-firing in existing coal-fired boilers.
However, there are many technical issues that may be studied for their sustainable use in power generation..

Keywords:
Thermoelectric power plant, Boiler, Co-firing, Coal, Biomass, thermal system modeling.

1. Introduction

The biomass co-firing is the use of a supplementary fuel in a boiler in additional to the primary fuel
that it was originally designed. This enables the use of biomass in a existent coal-fired power plant,
reducing the required investment in biomass thermal generation [1].

The risks of biomass co-firing are related to the boiler changes caused by the use of a different fuel.
Interference in the burners and emission control equipment may occur, reducing the power plant
availability. Furthermore, ash deposition and corrosion rates may increase, resulting in higher
forced outage rate and maintenance costs [2].

The impact of co-firing in the boiler performance is directly related to the biomass fraction, its
moisture at the entrance of the burner and the biomass type used [2]. Biomass has typically lower
calorific value than coal, increasing the fuel consumption to maintain the boiler capacity. Cases
studies present different results for changes in boiler performance with co-firing, depending on the
fuel combination and boiler capacity, as shown in [3], [4], [5] and [6].

More than 288 biomass co-firing projects have been performed, including 50 MW to 700 MW
power plants [7]. These experiences have replaced about 3.5 million tons of coal, avoiding the
emission of more than 10 Mtons of CO; equivalent. In addition, the estimated technical and
financial potential for coal replacement is about 30 times larger, as shown in [7]. The main biomass
and coal combinations are already evaluated, resulting in different solutions for boiler equipment
and biomass transport/processing system.

A pilot test facility is now proposed by Tractebel Energia and Federal University of Santa Catarina
(UFSC) for co-firing 10% of rice straw (thermal basis). The project is supported by the Brazilian
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Electricity Agency (ANEEL) and it will applied in one unit of the Jorge Lacerda thermoelectric
complex, one of the largest thermoelectric power plant in Latin America.

The rice straw option occurs due to the 25,000 ha of rice cultivation in the surroundings of the
power plant. In the 2010/2011 harvest, the rice straw production was about 100 thousand tons,
ensuring the required provision for this experience. The rice straw is a fibrous material, obtained
from the residue of rice harvesting. Nowadays, the rice straw is incorporated to the soil and than,
the flooded land enhances the methane formation in the soil. Thus, the rice straw extraction is an
option for the reduction of this environmental impact. However, the extraction time, the soil
conditions, the different size of the rice straw bales and its low cost hinder the economical and
technical viability of the rice straw extraction [8]. Operational conditions were estimated for the rice
straw co-firing up to 10%, including air requirements, flue gas composition and boiler efficiency.

The aim of this work is simulate the boiler thermal behavior with the rice straw co-firing. Thus, a
thermodynamic and heat transfer analysis is proposed for the retrofitted boiler. The boiler
equipments were analyzed in the site, to include the operational boiler configuration in the
modeling. Measurements were carried out with coal burning and the data were used as input
parameters and in the modeling validation.

Different approaches have been proposed for utility boilers modeling. Stultz and Kitto [9] defines
that the two main approaches are: (i) evaluate only the thermal behavior of the system, using
thermodynamics, combustion and heat transfer models; (ii) evaluate the fundamental physics of the
system, using computational fluid dynamics and chemical reaction models to determine the system
behavior.

The first one describes the thermal and heat transfer behavior, using the system characteristics to
determine temperature fields and heat losses. These models use flow measures and also semi-
empirical and fundamental correlations to analyze the thermal and hydrodynamic boiler behavior.
Results are obtained without significantly computational efforts. However, these results are limited
to components where the existent correlations are appropriate. Samples of this approach can be
found in [10], [11] and [12], [13]. The second type uses fluid dynamics models to simulate the
details of the flows inside the boiler. The heat exchangers are modeled in each detail, resulting in
the temperature and velocity flow fields and their respective variations. However, this type of
simulation has a high complexity level and it can demand high computational requirements [9].
Both approaches have benefits and limitations. The proper use of each one is determined by the
objectives of the simulation, the details required by the problem and the available information. In
this work, the first approach was used due to the boiler alterations with rice straw co-firing are well
defined by this type of modeling.

2. Materials and methods

2.1. Boiler description

A coal-fired boiler was considered for retrofitting into a co-firing pilot plant. The boiler operates in
a 50 MWe power plant (UTLA1) located in Capivari de Baixo- SC and it is operated by Tractebel
Energia. In operation since 1965, the pulverised coal-fired boiler was designed by MAN. This
boiler has a dry bottom radiant furnace and uses balanced draft, with a forced draft air fan at the
boiler inlet and an induced draft fan near to the boiler outlet. It is equipped with 16 burners
distributed in two rows on an inclined plan, down fired, from which they are fed by 4 coal ball
mills. The boiler has one drum, two superheaters and one economizer, without reheater. Two
Ljungstrom air heater are placed in the end of the convection section, fed by two forced fans. Two
electrostatic precipitator are used for the flue gas cleaning. The main coal supply is provided by the
Southern Santa Catarina’s mines, with an approximate consumption of 0.77 t/MWe. The furnace
walls has an exchange area of 997 m?, volume of 784 m® and height of 22.5 m between the base of
the furnace to their exit plane. Only 12 burners were considered as in the boiler nominal operation.
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The furnace pressure was considered equal to 1 bar. The heat exchangers characteristics are shown
in Table 1.

Table 1: Heat exchangers characteristics.
SH2 SHIB SHIA ECOA ECOB

d; [m] 0.0282 0.04 00280 0.028 0.0289
d, [m] 0.0318 0.0445 00318 00318 0.0318
d;, [m] 0.0550 0.0445 0.0318 0.0318 00318
Aix 10%m*] 624 12.6 6.57 6.57 6.57
A, [m?] 2713 6037 5292 1,180 1,189
I; [m] 2715 2159 5297 11,902 11.902
n 207 540 216 108 108
51 0.354 0.2 0.12 0.1 0.1
52 0296 0132 0066 0128 0.128
53 0 0 0 0.066  0.066

2.2. Experimental procedure

The experimental procedure used the ASME PTC 4-2008 [14] to collect the boiler operational data.
The data were obtained for 5 hours in 40 MW condition. For any measurement routine, the boiler
must operated at steady state and chemical/thermal equilibrium. The data were obtained by the plant
supervisor computer system, without specific interference for this procedure. The frequency of
observation was 12 s, with a total of 1500 measurements. The fuel analysis was made by Fuller
[15]. The procedure for the measurement uncertainty calculation was based on the method
described in ASME PTC 4-2008 [14]. The values used in the modeling are shown in table 2 and 3.

Table 2: The boiler main operational data

Superheated steam temperature in SH2 outlet 500+3 °C
Superheated steam pressure in SH2 outlet B8.5+0.6 bar
Atemperation mass flow 4.8+0.3 t/h
Superheated steam mass flow in SH2 outlet 17510 t/h
Superheated steam temperature in SH1 outlet 4303 °C
Drum pressure 03.2+06 g &
Feedwater pressure 06.40.7 bar
Feedwater temperature 203+1 °C
Secondary air temperature 32512 °C
Primary air temperature 105.0=0.7 g
Ailr mass flow in AH 80709+4870 n*N/h
Air inlet temperature in AH 201 g &
Excess air 1.1 -

2.3. Thermodynamic model

The thermodynamic analysis includes a stoichiometric combustion model and the mass and energy
conservation equation for each component. The combustion process was considered as the chemical
union of a fuel and the oxygen from the air in a controlled manner to produce heat in the
performance evaluation and design of utility boilers, as shown in [9]. The energy balance method
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was also applied using only the heat losses along the boiler. The modeling equations were based on
the demonstrations showed in [16], [17], [18] and [14]. The boiler efficiency was calculated by

(@1 Qcu) .
w:‘:__—m x100=(1-) L+ C)x100. (1)
where
Oin = MepatlLH V conl + Mgt raue HV gt e, (2)
and
Y L= Lg+Lunb+Lre+ Lash. (3)

The heat loss in the flue gas is a sensible heat loss to the environment. This temperature must
guarantee that the tube temperature will be higher then the sulfur dew point temperature, avoiding
the condensation of sulphur compounds that can corrode elements of low temperature. The
dimensionless term Lty was defined by the expression

I Oy MygCp.fe|Trg—Trer)
I8 M LHV LHV

4

Table 3: Fuel analysis [15].

Proximate analysis [%]

Brazilian coal  Rice straw
Fixed carbon 3871 £0.57 13.8 0.6
Moisture 0.3+ 0.07 7.58+0.04
Ash content 41.80+0.6 12.88+0.60
Volatile matter 19.10£0.07  65.70+0.35

Ultimate analysis [%]

Carbon 46.15+1.36 39.00+0.09

Hydrogen 3.010.70 3.33:0.16

Sulphur 1.17+0.13 0.20+0.16

Oxygen 6.64+1.30 34.21£0.20

Nitrogen 0.82+0.04 0.71+0.05
Heating value [kJ/kg]

HHV 17,775 14,784

LHV 17,162 13,540
Air fuel ratio [keg/kg]

(A/F)s 5.673 4.684

The loss due to the unburned carbon in residue is related to the fuel burned and the firing system
and it was calculated by the expression

( 33.830C unp

. | o R 100. (5)

The loss due to the surface radiation and convection was indirectly determined by the boiler average
surface conditions and the ambient conditions near it, described by [14] as
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Ore (6)

Lre

e
where
Qe = (e + b A AT o —Trop) (7
and
h, =2,93x 1070, 847 +(2.367 x 1079)AT ,; + (2,94 x m—hmﬁ, +(1,37x 10-";&?}}; (8)

Equation (8) used the ambient temperature at 25_C and emissivity of 0.8, corresponding to a dirty
and oxidized surface. This correlation has considerable uncertainties. As this portion of the loss
does not exceed 0.5%, these uncertainties had an insignificant effect in the efficiency overall
calculation. For the convection coefficient on the surface, the highest value calculated among the
correlations shown in (9) was used.

by =293 10740, 2T 5 ~Tr )™ ou ke =2,93%10740,35(V,, )" (9)

Finally, the losses to ashes occur by the loss of sensible heat to the environment and were calculated
by

I - Mg ch | {] -4 ]Jrr.r.\'.'l._." s 'Hf._r_\'J_'_.f:] f

—ash = LHV 2
where the enthalpy of fly ash and bottom ash are calculated as shown in [14].

The total credits were calculated based on the auxiliary equipments power and it was equal to 375
KW.

(107

2.4. Heat transfer model

The heat transfer analysis included semi-empirical models for the solution of the radiation and
convection heat transfer problem. In the heat exchangers, the ¢ - NTU method was used to define
the heat transfer parameters changes in co-firing operation. Three different methods were used for
the furnace exit temperature calculation: an URSS normative method, a method proposed by Strauss
[19] and the Hudson-Orrok method.

An URSS normative method was used in the modelling. This method was widely used for oil and
coal furnaces, obtaining compatible results to several experimental data as described in detail by
Blokh [20]. The method relates the fuel composition, ash characteristics and flue gas and
combustion air thermophysical properties. The effective emissivity is the ratio of the incident
hemispherical radiation heat flux on the water wall to the hemispherical emissive power of a black
body. In this method, the participant medium was considered as a grey body, defining an average
value of emissivity for all wavelengths. This was calculated by

Ef= m (11
where
gp= - (12)
and
Tr=arPE. (13)

The effective absorptivity in the furnace depends on the medium absorptivity, composed by the flue
gas, char particles and fly ash. Correlations for the experimental absorption coefficients were
proposed by Kakag [18] and expressed as
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¥ = ARO, VRO, T AashiHash + XcharX1X2. (14)

Where
0,78 +1,6vy,0 T,

YRO, = ———0.1{{1-0,37 : (15)

e (10PEvgo,)'/2 ‘( 1000 |
5990 (16)

Qash = 55 173° .

(T},ed&s‘h I

Qchar = 1 (17)

Based on experimental data, Blokh [20] shows that the dimensionless temperature (65 = T ts/ Taq)

is a generalized simple function of the nondimencional group called furnace parameter, expressed
as

L 1
=i

Ef Wy
This factor relates the energy of the furnace flue gas with its radiation heat transfer rate. The

Boltzmann number relates the maximum energy available in the flue gas with to the radiated heat to
a black body. It was defined by

Bo, (18)

W,
Bo= & pJs (19)
{rr:r:."ﬂ wn

Finally, the furnace exit temperature was calculated by
T.::."_T_,".=' - M :
Tye Ias’
where M is an empirical coefficient related to the type of fuel (M = 0.56 — 0.5X for bituminous coal
with low volatile and high ash content), where X is the height of the highest temperature inside the

furnace, defined by

(20)

X = Xpn/Xp— AX; (21)
The water wall thermal efficiency was expressed as
rw = X &5 (22)

where y is an experimental constant related to the slagging (y = 0.35 — 0.55, for furnaces with coal
burners) and ( is the angular coefficient that relates the dimensions and position of the water wall
tubes inside the furnace [18]. In this work, the angular coefficient, { was equal to 0.99, and the
water wall slagging coefficient, y , was equal to 0.55, the highest value indicated in the literature.
Dubovsky [21, 20] by experimental data determines a correction parameter for Eq. 20) to take
account the dependence of the heat transfer rate on the nonuniformity of the flame temperature,
expressed by

Tad—Tgg

.]530-|l,3 ],fj_h
— [ﬁ) : (23)

=0,96M | ——
\ Fait |
Blokh [20] compares this model with experimental data obtained from different boilers with
different capacities, burning oil and coal. The results are satisfactory for both cases where the
maximum temperature difference between the model and experimental data was about 30°C.
Another method for the furnace exit temperature calculation was presented by Strauss [19]. The
furnace temperature field was defined as

Try= \*"IT-.r.-.."T_.I'.e- (24)
The method assumes that all heat is transfer by radiation, providing the following furnace
temperature definition:
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'-?-l',_--2 ?-;',-' "Tl.."q
+X(r( =22 +Ko; (25)
'. T.-aJ ] T.:r-.l' ) 'l -T:u' J
where
MeCp o
Ko=- {0808 . (26)
BeprA “""T.} J

The Hudson-Orrok method, described by Annaratone [16], indicates that the heat absorbed by the
water walls is a relationship between a burning rate and the relation between the flue gas mass flow
and the available energy. Here, the correction proposed by Annaratone [16] is used in the form

[ 6.43901—-Ff Vrpg

Tpe Tt L | B @n
fo el i 6430 1000 B
a8 _i"-.- "\.'E 'l|_|'::

Finally, the ¢ - NTU method was applied to the secondary superheater, primary superheater and
economizer, using the Gnielinsky’s and Zukauska’s correlations for the internal and external
convection.

Here, the heat transfer was divided into three steps: heat transfer from the flue gas to the external
tube wall by convection and radiation, heat conduction between the tube wall and deposits (fouling
and slagging) and heat transfer by convection from the tube wall to the water/steam. The flue gas
radiation considered only the heat radiated from CO; and SO,, using the correlations showed in
Annaratone [16]. The modeling uncertainty calculation was made using the EES Professional
software, using the method indicated by ASME PTC 4-2008 [14].

3. Results

The simulation is validated comparing the temperature obtained by the model with the boiler
operational data in the outlet of each heat exchanger, as shown in Table 4. The results shows that
the model reproduces the physical behavior of the boiler operation with coal burning.

Table 4: Comparison between model and measured flue gas temperature with coal operation

Torur [FCl Tosur [°Cl Tosu1 [°Cl Tgeco [P°Cl  Toum [°Cl

T 1011 £14 828420 605 +13 312413 225212
Trea 1007 12 83245 465 +3 353 2 223 £1
Tme—Treal  4(04%)  4(05%) 140(30%) 41(11.5%) 2(1%)
Treb 1020122 84550 528 £2 357 +2 229 +1
Tme—Trenl 9 (0.9%) 172%)  77(145%) 45(125%) 4 (1.5%)

3.1. Thermodynamic model

The thermodynamic model revealed that the flue gas production should increase with the 10% rice
straw co-firing combustion. This behavior occurs due to the increasing of fuel requirement to
maintain the boiler thermal load. The simulation estimate a reduction up to 12% of CO, and SO,
concentrations in fossil-fuel emissions, as shown in Fig. 1. Also, the H,O formation in the flue gas
may increase due to the higher hydrogen content of the rice straw, increasing the flue gas losses in
the stack.
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Fig. 1: Estimated variation for CO2 and SO2
emission with co-firing of rice straw
(UCO2 = 0:7% and USO2 = 0:01%)
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Fig. 2: Estimated variation for H20 and O2
emission with co-firing of rice straw
(UH20 = 1:7% and UO2 = 0:2%)

There is no significantly alteration in calculated boiler efficiency for rice straw co-firing up to 10 %,
as shown in Fig. 3 and 4. The losses analysis shows that the flue gases losses increases up to 0.4 %.
However, the losses to the unburmned carbon also reduces up to 0.4 %. The losses to the ashes
slightly reduces and the losses due to the surface convection and radiation remain constant with the
rice straw co-firing.
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Fig. 3: Calculated boiler losses for 100 %

coal operation
(UL fg =0:5%; ULcng = 0:4%; ULash = 0:01%; ULamb = 0:01%)

Fig. 4: Calculated boiler losses for 10%

rice straw co-firing operation
(UL f g = 0:5%; ULcng =0:4%; ULash = 0:01%; ULamb = 0:01%)

3.2. Heat transfer model

Table 5 compares the flue gas temperature in the furnace exit obtained by the Normative method,
Strauss method and Hudson-Orrok method with an estimated temperature. This estimated
temperature used the closest measured temperature of the flue gas, after the secondary superheater,
in a energy balance calculation.

Table 5: Comparison between the flue gas temperature obtained by the described models in furnace
exit and an estimated temperature (T g4 = 1007°C and T 4 = 1020°C.)

Normative method Strauf3 Hudson-Orrok
T s [PC] 1011+14 021+12 1069+16
T — T fo.l 4 (0.4%) B6(B.5% 62 (6.2%)
Tm—Tresl 0(0.9%) 00 (9.7%) 49 (4.8%)
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Fig. 5 shows the flue gas temperature in the furnace exit with rice straw co-firing for the three
methods. The calculated furnace emissivity increases less than 1% with 10 % rice straw co-firing.

Fig. 6 shows the variation of the ashes absorptivity, aash, and the triatomic gases absorptivity, agt.
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Fig. 5: Calculated flue gas temperature in the Fig. 6: Variation of the ashes and triatomic
furnace exit for rice straw co-firing. gases absorptiveness for rice straw co-firing.

Table 6 shows the main results of the heat exchangers calculation, both for coal burning and 10%
rice straw co-firing.

Table 6: Variation of heat transfer properties in each heat exchanger for rice straw co-firing.

SH2 SH1 B/A ECO A/B
9=0% | 6=10%  6=0% 9= 10% 7=0% 7= 10%
Vi mis] 73 7.6 5.2/47 5448 1336 4531
UA [W/m?] 29580 | 30124 1778832601 | 18140/33284 3724331941 | 38251/32675
el-] 0.3 0.29 0.2/03 0.19/0.33 0.39/0.36 0.37/0.33

4. Discussion and conclusion

The thermodynamic and heat transfer boiler modeling support the estimation of the operational
changes with the rice straw co-firing. The boiler modeling process must be carefully conducted for
reliable results. Herewith, the evaluated system must be well known through field visits and
discussions with the boiler operators for the right choice of the main parameters used in the
modeling and the validation process. Also, the information obtained by the control system must be
carefully evaluated, tracking the types and locals of the boiler measurement equipments. In this
work, the measurements have relatively small uncertainties with high repeatability. These measures
respond to the operation requirements, but do not map all the boiler thermal behavior. Thus, the use
of assumptions for the calculations was necessary.

The results obtained in the thermodynamic analysis reproduce the thermal behavior of boiler
operation with coal-only burning, with differences less than 10% with the measured data. Than, it
becomes possible to use it for the assessment in boiler thermal behavior changes for rice straw co-
firing. For 10% in thermal base, the modeling suggested that there will be no major changes in
boiler behavior.

The combustion calculation indicated that the reduction of CO2 and SO2 in the fossil emissions
may be up to 12%. Here, only the CO2 emission reduction in combustion was analyzed. It was not
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considering theCO2 captured in biomass harvest and the avoiding emission of rice straw
incorporation in soil.

The temperature field along the boiler presented a non-significant change and it may be less than 5
%. Also, the modeling suggested that the boiler efficiency may be slightly reduced due to the
increase of flue gas losses. However, the ash sensible losses and unburned carbon losses may be
reduced. The unburned carbon proportion was considered constant in both cases. This unburned
carbon losses decreased due to the reduction of ash formation in co-firing case.

The normative method better agreed with the furnace estimated temperature, with differences up to
1%. The other two methods also obtain adequate values, with less than 10% of error. However, all
these methods do not take account of the flame direct radiation in this section. That can result in
indeterminate uncertainties for the furnace modeling. The heat transfer analysis suggests that the
10% co-firing may results in a increase of the flue gas temperature. The reduction of the ash
concentration in the flue gas tends to reduce this emissivity. However, the concentration of water
vapor in the flue gas is increased and that increases the furnace emissivity, offsetting this reduction.
The calculation procedures for flame and medium emissivity are not simple. The grey gas model
results in significantly errors due to the temperature gradient inside the flame. The literature shows
that the emissivity average value do not well reproduces the variations inside the flame. However,
this values are widely used in engineering problems, obtaining satisfactory results in thermal
systems design. The calculated furnace effectiveness was equal to 0.59. For 10% of rice straw co-
firing, the modelling suggests that there is no significantly changes, since the minimum capacitance
increases in proportion to the decrease of the adiabatic flame temperature, resulting in a constant
value for the maximum heat transfer rate. For the heat exchangers, the value of heat exchangers
effectiveness are lower than other heat exchangers. However, this value is suitable for applications
in utility boilers.

The modeling suggests that the fluid dynamic behavior may change less than 2% with rice straw co-
firing. Experimental data are needed to confirm this result to ensure the properly boiler operation.

Experimental tests in this boiler will be conducted. Thus, the validation of the co-firing modeling
will be possible. In addition, these tests will indicate the main bottlenecks of biomass co-firing in
Brazil. Also, the evaluation of fouling and corrosion problems along the boiler will be done.
Currently, this is one of the main barriers to the viability of the biomass co-firing in coal power
plants. Additional instrumentation will be installed in the boiler to better monitoring the thermal
behavior, including temperature, velocity and slagging/fouling probes.

The rice straw logistic and processing are important factors that must be evaluated to the viability of
this process in Brazil. The residue logistic is not simple and must be evaluate since the field
extraction until the transport to the power plant. The biomass process plant must be analyzed to
ensure fuel demand in the project characteristics in an efficiency and safety way.
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Nomenclature

A area, m?

AH  Air heater

Bo Boltzmann number, -
C Credits, -
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Cuwg Unburned carbon, kg/kg

cp specific heat, kJ/(kg-K)

d Diameter, m

E effective thickness of the radiating layer, m

ECO Economizer

fk empirical coefficient related to the volatile matter content in the fuel
fv empirical coefficient related to the slagging

h heat transfer coefficient, W/(m? - K)

hah  ash enthalpy, kJ/kg

Ko  Konakow number, kW/m2K*

I Length, m

L losses, -

LHV  Lower heating value, kJ/kg

mass flow, kg/kg

empirical coefficient related to the type of fuel

mass flow rate, kg/s

Number of tubes, -

pressure, bar

heat per time unit, kW

Parallel distance between the tube center and fluid flow, m
Transversal distance between the tube center and fluid flow, m
Transversal distance between the tube center and fluid flow in partly staggered tubes, m
SH1 primary superheater

SH2 secondary superheater

OO V= 3 I3

t temperature, °C

Ux propagated uncertainty, -

v specific volume, m*/kg

% volume, m*

X height of the highest temperature inside the furnace, m
Greek Letters

a absorptivity

& emissivity

n efficiency

A bottom ash proportion

17 furnace parameter

7 water wall thermal efficiency
T optical thickness

Subscripts and superscripts
a air

ad adiabatic

AH  Air heater

b boiler

b bottom ash
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bn
cd
cv

burner
credits
convection
external

ECO economizer

fly ash

flue gas in furnace exit
flue gas

flame

FUR furnace

ref
RO,
sf
unb

internal

inlet

hydraulic

losses

model

radiation
radiation and convection
reference
triatomic gases
surface
unburned carbon
water wall
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Abstract:

In the last decade thermophotovoltaic (TPV) generator has gained an increasing attention as cogeneration
system for the distributed generation sector. Nevertheless, these systems are not fully developed and
studied: several aspects need to be further investigated and completely understood.

The aim of this study is to analyze the current state of the art technology for TPV generation; more in details,
in this study, the characteristics of a TPV generator are analyzed with a particular attention to the physical
relationships which govern the behavior of its main components. Moreover, the current technology regarding
the combustor, the emitter, the optical filter and the photovoltaic cells are investigated by taking into account
both the role of each component and also their integration in the whole system. Finally, a critical review of
the realized prototypes is presented and discussed.
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1. Introduction

A Thermophotovoltaic generator (TPV) is an innovative system able to convert the radiant energy
of a combustion into electrical energy. This conversion is realized by using photovoltaic cells. A
scheme of a TPV is presented in Figure 1, in which the main components and energy flows are
highlighted.

A TPV generator consists of a heat source, an emitter (EM), a filter (F) and an array of photovoltaic
cells (PV); the combustion air pre-heating system (HX-A) which uses the combustion products is
also sketched in Fig. 1. The thermal production of the TPV is realized by the heat exchangers HX-
PV and HX-CP, which respectively recover the heat from the cooling of PV cells and the exhaust
combustion products.

The main advantages of this energy system can be found in the (i) high fuel utilization factor (close
to the unity thanks to the recovery of the most of the thermal losses, making it possible to use the
TPV system as a combined heat and power system), (ii) low produced noise levels (due to the
absence of moving parts), (iii) easy maintenance (similar to a common domestic boiler) and (iv)
great fuel flexibility. In fact, with this regard, it can be observed that the heat source of a TPV
system can be provided by various fuel typologies such as fossil fuels (natural gas, oil, coke, etc.)
municipal solid wastes, nuclear fuels, etc; concentrated solar radiation can also be used as a TPV
heat source [1-3]. A TPV system usually allows very low pollutant emissions (e.g. CO and NOX),
since it is often coupled with combustion devices such as domestic boilers.

The main use ofa TPV generator can be in the distributed combined heat and power generation, but
its application in the automotive sector in case of hybrid vehicles [4], glass [5] or other high
temperatures industries [6] has also been analyzed in literature. The TPV system has been proposed
for portable generators [7, 8], co-generation systems [9], combined cycle power plants, solar power
plants [10], grid connected [11] or independent equipment [12]. Other studies show the integration

258



of TPV generator with thermoelectric systems [13] or with Organic Rankine Cycles [14]. Further
studies were developed in military [15-17] and space [18, 19] sectors.

Even if the first studies [20, 21] about thermophotovoltaic conversion were carried out during the
early years of 1960, it was only in the last decade that the research about TPV generation
accelerated markedly. The electrical efficiency of the realized prototypes [19, 22-27] ranges from
about 0.6 % to slightly less than 11.0 %. Moreover, electrical efficiencies close to 24 % are
predicted in literature [28-30], making TPV system very attractive for cogeneration. A
comprehensive analysis about the realized TPV generator prototypes will be developed in this work.

2. Electrical performance of a TPV generator

The power balance of a TPV generator is presented in Figure 2. The power introduced with the fuel
(Pin), unless the thermal losses (Frustiess) of the combustion process, is converted by the emitter
and by the optical filter into radiant power (PC;AP = Prap — Ppack ) and thermal power discharged
with the gases (?r#.ga= in Figure 2 and sec. F; in Figure 1). A fraction of the radiant power (Psr_a_p),
which is in the useful range of wavelengths for the photovoltaic conversion (due to the optical filter
selection), can be lost due to the absorption of the optical filter (Paz=, even if this term can be
usually neglected) and for the view factor between filter and PV cells (Pisss, this term can be
reduced achieving values very close to zero with a optimal design of the system geometry). The
radiant power incident on the photovoltaic cells (Pr = Pear — Pioss = Peap — Pross — Pans) is then
converted into continuous current (Psnac) and thermal power (@emzv); except for the losses
(Periess) due to the inverter (INV in Figure 1) efficiency, the electrical power (Pst.ac) can be
obtained from the system. On the other hand, the enthalpy content of the gases at the emitter exit
(YrH.ges in Figure 2 and sec. F; in Figure 1) can be partially recovered (?:x.c2 ) while the remaining
part is discharged into the ambient (Y:a.2).

The electrical efficiency ofa TPV generator can be written as:

Ner,rev = Nee " Mrap =~ Neap “NF = Mvr =~ Mpy = Nde

ac Q)
where:
Nee: combustion efficiency; "rap: radiant efficiency; "sar: spectral efficiency; %=: filter

efficiency; 7vr : view factor efficiency; 7=v : cell efficiency ﬂ% > inverter efficiency.
Each efficiency is separately analyzed and discussed in the following.

Pin
Puel
P Pfuel,loss P’cap ch,gas
Pcapr
Pabs Pu \s
Qthd
Pioss | Pelde |
Pel,loss
Pelac Qthpv Qthep
Fig. 1. Scheme of a TPV generator Fig. 2. Power balance of a TPV

generator
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2.1 Combustion efficiency
With reference to Figure 2, the combustion efficiency can be expressed as the ratio between the
useful introduced power (Frust ) and the whole power introduced with fuel (Pix ):
_ Pf:.'a! _ Pf:.'a!
NeC = P = Mrue - LHV )

being ™Msust  and LHV respectively the fuel mass flow rate and its Lower Heating Value
(depending on the type of fuel).

From Figure 2, it can be observed that the useful introduced power (Fr=st) can only be converted
into radiant power (Fzap = Prap — Prack ) or discharged with the combustion products (@r#.gas). It
results that:

Pryst — P'gap — Qrazgas = 0 (3)
This last equation represents the power balance of combustor, emitter and air pre-heater exchanger
and shows the important role of the air pre-heater for the thermophotovoltaic conversion.

The thermal power discharged by the system with the combustion products (upstream of the heat
recovery exchanger CP-HX) can be written as:

Q]"H,gas = ?hgﬂs - hgﬂs.F: —th air - hu:’?',fh (4)
while the thermal power exchanged by air (upstream of the combustor, see Figure 1) and
combustion products (downstream of the emitter, see Figure 1) can be written as:

Q]"H,Ef = ?hgus - (hgﬂs.Fl - hgﬂs.F:) =thgir - (huia',A: - hu:':l',Al) (5)
The Egs. 3 through 5 demonstrate that, by keeping fixed the other factors, the reduction of
combustion products temperature (section F2 in Figure 1) and consequently the increase of the air
temperature upstream of the combustor (section A2 in Figure 1) allows to enhance the emitted
radiant power; this evidence is also confirmed in [31]. The importance of air pre-heater has been
also highlighted by Seal et al. [32] and by Christ et al. [33]. In particular, Colangelo et al. [29]
developed an air pre-heater by adopting a rotary heat exchanger with a ceramic material which is
lighter than metal and has a greater heat capacity to store a high amount of energy. A heat
exchanger efficiency greater than 75 % was achieved.

2.2 Radiant efficiency

The radiant efficiency can be expressed, with reference to Figure 2, as the ratio between the radiant
power from the emitter (Prap ) and the introduced power (Fruet) into the system. It follows:
Naap = Prap _ pRA.:D “Sem

Pf:.'s! Hee ''-’?’Jf:.-m:JT--HI‘:r (6)
The radiant power is a function of the radiation power density (Prap) and of the emitter surface
(5sm). The radiation efficiency is strictly influenced by several factors: the type of emitter, its
dimension and thickness, the combustion mode, the firing rate and, as already noticed, the pre-
heating of the air. If the emitter’s irradiation spectrum is not known, the power density can be
calculated accordirlg to the Stefan-Bo Itzmanxn’s_law: .
Poap = € Sem - 2?1'[\ i T )dA = -5, - sz‘D z—i [gxp(%] - 1] dAi @
where k¥2=1.380 x 102 J K™ and h =6.626 x 103* J s are the Boltzmann and the Plank constant
respectively, € =2,99 x 10® m s the speed of light, 4 the wavelength and € the emissivity of the
body. It can be observed that the radiant energy density can be up to 500 kW/m? (this value can be
obtained by integrating the spectrum of a black body at 1600 °C). This last value is very high if it is
considered that the radiant energy density of the sun is equal to 1 kW/m? at AM 1.5 condition. The
achievement of high temperature is a very important aspect since, according to Planck’s law,
radiation power density scales with temperature to the fourth power. Therefore, most heat sources
used in TPV systems are based on combustion systems; various types of premixed and non-
premixed combustors [34-36] or radiant tube burner [37, 38] have been developed in the last years.
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It should be considered that the push towards high temperatures burners is limited by the NOXx
production.

The radiant energy from the emitter has to be characterized by an emission spectrum suitable for the
adopted photovoltaic cells; in fact only the photon energy in a narrow band above the bandgap of
the photovoltaic cells can be converted into electrical energy. Therefore, selective emission is
required; in order to achieve this goal, a selective emitter [39-49] or a broadband emitter with a
filter can be used. In the first case, the emitter is made with materials such as rare earth oxides
which are characterized by an emission spectrum centered on specific wavelength; in the second
case, due to their lower energy on the respect of the bandgap of photovoltaic cells, many emitted
photons are unusable. It is imperative to send these photons back to the radiator in order to preserve
heat and to reduce the fuel consumption needed to achieve the required emitter temperatures.

It should be observed that the material used for the emitter needs to have specific characteristics
such as (i) thermal stability, (ii) corrosion resistance, (iii) shock resistance, (iv) high thermal
conductivity, etc.. Obviously, the high temperatures which are required by the TPV system implies
that the emitter’s material melting point should be as high as possible. Further, the emitter needs to
be thermally stable in the selected atmosphere (i.e. air and/or combustion products) and corrosion
high resistant; as an example, graphite (C) has a high-thermal conductivity and a good thermal
shock, but it cannot overcome 400 °C in an oxidizing atmosphere [50]. On the contrary, it can
operate up to 3000 °C in non-oxidizing atmosphere. The adoption of coatings can improve the
corrosion resistance of some materials or a shield, usually made of quartz, can be adopted to protect
the emitter from the environment. A high value of thermal conductivity is required in order to have
a uniform temperature distribution of the emitter. Lower values of thermal conductivities cause a
large temperature gradient inside the emitter which drastically decreases its efficiency. Anyway, in
case of a porous emitter, this factor may not be important. Thermal shock resistance is also very
important especially in TPV generators with frequent on/off cycles. The sudden change in emitter
temperature can cause material failure.

Ceramics selective emitters are based on transition metal oxides such as holmium (Ho), erbium (Er)
or ytterbium (Yb); Table 1 provides the main emission peaks of the most common materials
adopted for selective emitters [43-49], while Figure 3 shows the emittance (defined as the radiation
intensity divided to the corresponding blackbody spectrum) of Er,O3 and Yb,O3 [17].

8 07 T T T T T T T T T T T T T T

Tab. 1. Main emission peaks of the most g bbb g g ke s b e
commons materials adopted for G oo -
selective emitters s b
Element Symbol Wavwelength of

the main peak Yy

Lum ] 03 Eo.
Neodymium Nd 2.5
Samarium  Sm 1.8-5.0 e
Holmium Ho 2.0-2.1 a f -
Erbium Er 1.5 AN DR AN MO AN AV
Thu“um Tm 18 00.4 05 06 07 08 09 10 1.1 12 13 14 15 16 1.7 18 19
Ytterbium Yb 1.0 wavidengit ur]

Fig. 3. Emittance of Er,O3 and Yb,03 [17]

Onthe other hand, high temperature broadband emitters [51-57] can be divided into (i) oxide-based

or (i) non oxide-based ceramics. Among oxide-based ceramics, alumina (ALO3) and zirconia

(ZrO3) show a good stability in oxidizing atmosphere and can be used up to 1900 °C or more, if it is

considered that their fusion temperatures are 2050 °C and 2600 °C, respectively. Other oxide-based

ceramics are magnesia (MgO), silica (SiO,), beryllia (BeO), hafnia (HfO,), thoria (ThO;) and yttria
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(Y203) [51]. Anyway, the major difficult related to the adoption of these materials is the low
thermal shock resistance and/or the low emissivity.

A widely used broadband emitter is silicon carbide (SiC), which can operate up to 1650 °C. Silicon
carbide has an emissivity close to 0.90 [56] and a very high melting point. Ceramic composites such
as SiC/Siand SiC coated ceramic composites fit all the requirements for a TPV emitter [57].

2.3 Spectral efficiency
The spectral efficiency is the ratio between the whole radiation from the emitter (Pran) and the
portion which passes through the filter (Fz4»)
Feap
Prap (8)
The spectral efficiency depends on the adopted filter, used to match the emitter spectral emission to
the PV cell; this means that the filter should ideally be able to block all the photons with energy
lower than the PV cell bandgap and pass the photons with higher energy. With a simple approach,
the Pzap can be estimated by integrating the radiant intensity i(i: T.,, ) in the range of wavelengths
(from O to “4ge» ) which passes thought the filter and then can be converted by the photovoltaic cells:
P'cap=€-5 ngaFf A Tem)T()dA =€- 5 flﬁn;mhcz - o

GAP = € dam s (A Tom)t(A)dA = - 5, i T[ﬁm(m) 1] T(A)d (9)
A more realistic calculation of the filter can be performed by taking into account filter
transmissivity T(1) and reflectance R(1).
It follows that the in band radiant intensity as a function of the wavelength can be estimated as:
Peap(d) = T(A) - i(A; Ty (10)
The in band radiant power (F'za#) can be calculated by integrating the trend of the £'c42(4) in Eq.
(10) in the range of wavelengths from 0 to @ .
Poge=J, TP Lppdi= e-5., [, T - ilA: Top)r()dA (11)
Anyway, it should be observed that also this approach does not take into account that the filter
transmissivity (and therefore its reflectance) is a function of the angle between the incident radiation
and the normal to the filter surface. It follows that a complete and realistic filter calculation should
be taken into account by using a 3D geometry. In order to consider this issue, another calculation
approach (e.g. a Monte Carlo based method) needs to be adopted.
Many types of filters have been developed such as plasma filters, 1-D photonic bandgap filters, 2-D
photonic bandgap filters, 3-D photonic bandgap filters, combination of plasma filter and 1-D
photonic bandgap filter, dielectric stacks or back-surface reflectors [58-69].
3-D photonic bandgap filters are characterized by an omnidirectional photonic band gaps which
means that the propagation of photons is prohibited for arbitrary polarization in any direction [69];
obviously, this characteristic is highly appreciated for TPV generation. Anyway, it should be
observed that a well designed 1-D photonic bandgap filter can completely reflect polarized photons
at all incident angles showing omnidirectional photonic band gaps [65, 68]. On this regards, filters
based on multiple layer of SiO, [62-65] have shown promising results for TPV applications.

Neae =

2.4 Filter efficiency

The filter efficiency takes into account the fraction of radiant power which is absorbed by the filter
(Pas:<). The filter efficiency can be written as:

np = Leap

P'cap (12)
where the balance of the filter is:
Prap — Poack = Peap = Poap + Paps (13)

The term Fas: can be usually neglected with a properly design of the filter and therefore it is
possible to assume 77 =1 [65].
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2.5 View factor efficiency

The view factor efficiency is related to the ratio between the radiation (P P) which is incident on

the photovoltaic cells and the value (Pzaz P).
Prr

NMvr = 2 —

car (14)
The value of view factor can be calculated according to the geometry and to the distance among the
surfaces which are involved in the irradiation phenomenon. Many formulations of radiation view
factors can be found in literature on the basis of the TPV geometry [71-76].

2.6 PV cells efficiency

The cells efficiency can be expressed as follows:
= Pa!,dc — I’TGC '.-F_‘-'C -FF
Mev By, Py, (15)

L L5

which represents the ratio between the electrical power output (Pst.ec) and the incident power on
the cell (Pr); the maximum electrical power produced by a photovoltaic cell can be expressed as a

function of short-circuit current (/sc), open-circuit voltage (Voc) and Fill Factor (FF ). The
radiation efficiency is influenced by many factors such as the cell material, the emitter temperature
and the radiation intensity.

Converters for TPV systems are very similar to standard solar cells such as Siand high efficiency
GaAs, but they are made of semiconductor materials with lower bandgap, for better spectral
matching with the emitter radiation.

Figure 4 shows the relationship between semiconductor lattice constant and energy gap: in order to
match the radiation emitted by a 1000-1600 °C black body, few materials and alloys can be
adopted, such as Ge, GaSbh, InGaAs/GaSh, InGaSb/InP and the quaternary InGaAsSb/GaSb and
InGaAsP/InP [77-81]. These materials are not so widely used as Si and GaAs, but their technology
is well-assessed for applications such as infrared and near-infrared detectors, lasers and LED. Their
main drawback is the high cost of the substrates (Ge, GaSh, InP) with respect to Si. The cost of Ge
Is comparable to the GaAs, but GaSb and InP cost is from 5 to 8 times the Ge cost. The
development of cost-effective cells for TPV should be a compromise between the substrate and
processing costs and its overall efficiency in the system.
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Fig. 4. Relationship between lattice constant and bandgap of standard semiconductors

The heart of a TPV cell is a standard p-n (or n-p) junction made of one of the semiconductor
materials listed above. In the past, only single junction devices were developed for TPV
applications: multi-junction designs such as amorphous-Si/crystalline-Si or InGaP/GaAs/Ge were
only developed for high efficiency solar photovoltaic applications [82, 83]. The cell structure is
made ofa n or p base, usually the semiconductor substrate, and a p or n doped emitter layer realized
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either by diffusion or epitaxy. The emitter layer thickness is in the range 0.2 to 1.0 #m | depending
on the minority carriers diffusion length, that should be at least twice the emitter thickness. The
complete cell structure also includes other layers such as front and rear metal ohmic contacts, anti-
reflection coating (usually realized with MgF, and/or ZnQO), front surface passivation layer and back
surface field to reduce the carrier recombination at the diode interfaces; in Figure 5 the main
schemes of TPV cells are presented. The optimal cell structure in term of layers thickness and
doping clearly depends on material properties; in any case, the general guidelines are similar to the
design of a standard PV cell.

meRlcan@ct

)
Ealls

P type Ge diffused layer

ARG IS + Mz Fs

w dpe Gafh Te layar

it dype GaSb: Te substate

it hypwe Ge substrate

(@) Gasb diffused TPV cell Ge diffused cell
Fig. 5. Scheme of TPV cells

In order to estimate the conversion efficiency of a PV cell, a fundamental parameter is the external
quantum efficiency EQE (1) which can be defined as the probability that a photon of wavelength 4
is absorbed by the cell, generating an electron that will be collected at the terminals: it considers the
reflection and absorption of incident photons and the generation/collection of minority carriers, so it
describes the behavior of the p-n junction in great detail.
The actual value of the /sc produced by the cell can be calculated from EQE (1) of the PV cell and
the incident photon flow ® (1) s :
-gag
Jsc = eJ: ® (1) EQE (1) di (16)
EQE (1) were measured for different semiconductors of choice for TPV and typical behaviors are
reported in Fig. 6 [84-88]. It can be noticed that most of the materials used for the TPV cells have
high EQE in a large region from near the bandgap to lower wavelength. The EQE drops to very
low value for photon wavelength of about 1000 nm, but it should be considered that in this region a
standard TPV emitter at 1200-1800 °C has a very low photon emission. For this reason, the TPV
cells are usually able to convert the part of the black body radiation that arrives at their surface with
a very high efficiency, while the photons with lower energy than the bandgap (i.e. not absorbed),
can be effectively redirected towards the emitter by means of appropriate selective filters. This
particular characteristic, not possible for solar PV, allows TPV cells to potentially reach very high
conversion efficiencies, because the incident radiation could be efficiently coupled with the region
where the cell EQE is maximum.
There are two basic techniques to realize p-n junctions for TPV: diffusion and epitaxy. Diffusion of
a doping element in a semiconductor usually follows Fick’s law [89] and it depends on the diffusion
coefficients of the selected atoms in a particular material, on their concentration and on process
temperature. GaSb and Ge cells realized by diffusion have the advantage of lower cost, since the
process is relatively simple, but a better control of the emitter doping concentration and profile can
be obtained by using the epitaxial technique, potentially leading to higher efficiency. Ternary and
quaternary cells such as InGaAs, InGaSbh, InGaAsSb and InGaAsP are realized only by epitaxy,
because the alloys need a careful control of the composition.
Diffused emitter in Ge can also be obtained by MOVPE epitaxy by depositing GaAs on n-type or
InGaP on p-type Ge substrate. These processes are more expensive, but they allow a better control
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of the structure and a surface passivation layers based on lattice matched I11-V compounds can also
be added [90].

A third way to obtain Ge p-n junctions is to epitaxially realize the emitter by depositing a controlled
doped epitaxial layer onthe Ge substrate: in this case, thickness, doping and interfaces can be better
tailored to enhance device performance. Also with this approach, passivation layers can be added to
the surface to enhance the conversion efficiency [91, 92].
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Fig. 6. External quantum efficiency of TPV cells

2.7 Inverter efficiency

Finally, the inverter efficiency allows the calculation of the final electrical output of the system. It
results:

Pai.m:
ﬂ% Pai.dn: (17)
Useful information about the efficiency of inverter adopted with PV cells can be found in [93, 95].
In particular it can be observed that the use of transformer usually reduces the conversion efficiency
fromdirect current to alternate current [93].

3. TPVPROTOTYPES

The TPV prototypes described in the following are grouped by considering the most relevant
research groups (i.e. the CANMET Energy Technology Centre, Paul Scherrer Institut, JX Crystals
Inc.) who contributed to TPV system experimental development. The progress of each work is
analyzed chronologically, to highlight the improvements made and current technological level.
Other experiences reported in technical literature are also addressed in a separate section and they
are similarly ranked in chronological order.

3.1 CANMET Energy Technology Centre, Ottawa (Canada)

In their first reported experiment [96], Qiu et al. investigated various gas fired radiant radiators and
the influence of the combustion processes on radiant power and radiant efficiency. The
investigations showed that the major losses in combustion driven TPV systems arose from the
limited conversion of fuel to radiant energy, low fraction of in-band radiation and limited
photovoltaic conversion. They suggested that conversion of fuel to radiant energy could be
increased through the use of selective emitters [97].

265



In [98], a TPV system with exhaust heat recuperator, made of stainless steel, was investigated. The
gas-fired burner in the furnace was fully aerated, and gas and combustion air were entirely premixed
before entering the burner. The broadband radiator with reticulated structure was once again made
of SiC. The filter used was not ideal and still transmitted a certain amount of non-convertible
radiation energy. The PV cells used in this test rig were made of InGaAsSh. The radiant power
density and radiant efficiency were determined at different degrees of exhaust heat recuperation.
The heat recuperation was observed to have a significant influence on the combustion operation and
radiant power output.

Qiuetal. have shown that a radiator with a high conversion level of fuel to radiation energy must be
achieved to realize an efficient TPV system. In [99], they investigated different natural gas- fired
radiators in order to raise the conversion of fuel energy to thermal radiation.

Finally, Qiu et al. presented in [100] a novel cascaded TPV system with thermoelectric (TE)
devices. Both of them convert thermal energy directly into electricity. A prototype cascading TPV
and TE generation system was built and tested. This power generation system consisted of a natural
gas burner, a SiC porous foam emitter, an optical filter made of ceramic glass with coatings of SiO,
and TiO2, GaSb cells, a cell cooling device, PbSnTe-based TE converter and a TE cooling device.
In this prototype, the combustion products leaving the thermal emitter flowed through the TE
converter, which further converted the residual heat into electricity. With a thermal input of 8260
W, the GaSb TPV cells generated 123.5 W of electricity, whereas the TE converter generated 306.2
W of electricity. The electric efficiency of the TPV system alone was 1.5 %, while the electric
efficiency of the cascading system was 5.2 %, which is considerably greater than that of the
separate TPV and TE power generation units.

3.2 Paul Scherrer Institut, Villigen PSI (Switzerland)

Durisch et al. presented their first prototype system in [101]. This consisted of a conventional
butane burner which was equipped with a spherical mantle emitter made of ytterbia Yb,Os.
Commercial silicon solar cells, measuring 50 cm?, with a standard test condition (STC) efficiency of
16 %, were used to fabricate the photocell generator. An infrared radiation-absorbing water layer
between the emitter and the photocell-generator was used to protect the photocells from overheating
and direct contact with flue gases. This prototype had a thermal power input of 1350 W and an
electric power output of 15.2 W, corresponding to an electric efficiency ofabout 1.1 %.

A second prototype by Durisch et al., based on the same butane burner, was developed in [102] in
order to increase the electric output. The emitter material was still Yb,O3, but the geometry was
changed from spherical to ellipsoidal in order to have a homogeneous irradiation distribution on the
photocells. The water filter adopted in [E5] absorbed some of the convertible emitter radiation; in
order to reduce these losses, a glass tube replaced the water filter. The glass tube between the
emitter and the photocell generator was also necessary to avoid direct contact between the cells and
flue gases, and to prevent the condensation of water (contained in the flue gas) onto the cell surface.
Durisch et al. used silicon solar cells again, with an efficiency of 16 %, but they used smaller cells
(2.4 cm x 9.8 cm), producing lower currents, in order to minimize series resistance losses in the cell
circuitry. An electric output of 29 W was obtained with a thermal input of 1905 W, i.e. the electric
efficiency was 1.5 %. By using preheated air for combustion at approximately 650 K in the same
prototype, 1.8 % electric efficiency was achieved.

In a subsequent step, a third prototype was fabricated, based on the experience gained with the
previous prototypes. A cylindrical Yb,O3 emitter for more homogeneous illumination of the
photocells was adopted. High-efficiency silicon cells (21 % STC-efficiency) were installed. In this
generator, the spaces between the cells were minimized, in order to achieve an as high active cell
area as possible, while simultaneously reducing radiation losses. Moreover, infrared mirrors
(glasses with 1 mm gold coating) at both ends of the glass tube reflected useful emitter radiation
back to the photocells. This new system produced an electric output of 48 W with a thermal input of
1985 W, corresponding to an electric efficiency of 2.4 %. An efficiency of 2.8 % was achieved by
using preheated air at approximately 620 K.
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3.3 JX Crystals Inc., Issaquah (WA, USA)

In [103], Fraas et al. developed their first prototype composed of an AR-coated tungsten emitter, a
simple nine layer dielectric filter composed of alternating layers of silicon and silicon dioxide and
GaSb cells. The adoption of a tungsten emitter introduced the requirement for operation in an inert
gas environment and consequently a need for a tightly sealed enclosure: indeed, tungsten emitter
cannot operate in air. The selective AR-coated tungsten emitter was surrounded by a quartz
envelope, which was coated by the dielectric filter and the space between the emitter and the quartz
was back filled with Argon. The burner had concentric tubes. Fuel and air were mixed and burned
in the inner tube; hot combustion gases flowed up through the inner tube, then they turned around
and flowed down between the inner tube and the outer emitter support tube. The inner tube was
shaped so as to heat the emitter support tube uniformly over the section surrounded by the array.
The exhaust gases flowed into a recuperator section at the base of the radiant tube burner,
preheating the combustion air. In this system, a thermal input of 4500 W produced an electric
output of 500 W, corresponding to an electric efficiency of 11 %.

Subsequently, a new SiC emitter was presented in [104] for a micro-CHP TPV unit designed for
households. In addition to the SiC emitter, the TPV unit was equipped with a double quartz shield
and GaSb cells with water-cooling. In [105], Fraas et al. brought important modifications to the
configuration presented in [104]. The changes were made in the SiC emitter, in order to increase
performance and reduce heat dissipation. In the long term, they also suggested the use of the AR
coated refractory metal foil IR emitter wrapped around the outer SiC tube as a means to control the
IR spectra for maximum conversion efficiency, and use o-ring seals at the top and bottom of the PV
array flanges. Thanks to these seals, the space between the PV array and the radiant tube was
evacuated and back filled with a noble gas such as krypton. This was done for two reasons: first, it
IS necessary to protect the emitter foil against oxidation and, second, krypton reduces heat transfer
losses to the PV array via thermal conduction.

Fraas et al. also investigated the possibility of designing a mini co-generator around a flameless
regenerative burner in [106]. The TPV unit is inserted into the hot furnaces to generate electricity
and low-grade heat. They used GaSb infrared sensitive photovoltaic cells, antireflection-coated
refractory metal emitters and simple dielectric filters. In their experiments, an electric furnace was
used with a thermal power of 610 W. An experimental TPV electric efficiency of 10.9 % was
obtained for the first time using complete circuits and full size emitters, corresponding to an electric
output of 66 W.

3.4 Other experiences

In 1997, a TPV system with Yb,O3 emitter and Si PV cells was documented by Kushch et al. in
[107]. The TPV system produced 190 W of electricity, with a thermal input of 25 kW,
corresponding to an electric efficiency of 0.76 %.

The following year, a TPV system, developed by Becker et al. in [108], once again composed of an
Yb,03 emitter and Si PV cells, produced 90 W of electricity, with a thermal input of 5625 W,
corresponding to an electric efficiency of 1.6 %.

In the same year (1998), Shukla et al. from NASA presented a report [109], where they fully
documented all the steps made and the technical approach followed to develop an experimental
TPV test rig. The two laboratory prototype TPV generators were tested extensively. A convertible
exitance of 3.7 W/cm?® was measured at the emitter and, in separate tests of the optical filter, a 50 %
convertible radiation fraction was achieved. For the two module prototypes tested without optical
filters, a peak power output of 150 W and a gross system efficiency of 1.0 % were measured.

In 2001, Takashi et Masafumi presented the experimental results of two TPV prototypes in [110].
The TPV system consisted ofa butane gas burner, a selective emitter and PV cells. One of the TPV
generators was composed of GaSb PV cells and erbium-oxide emitter; the second generator had Si
PV cells and an ytterbium-oxide emitter. With the same thermal power input of 305 W, the
electricity produced by the GaSb system was 0.25 W, while the electricity produced by the Si
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system was 0.11 W. The electric efficiencies were extremely low (0.082 % and 0.036 %,
respectively). To improve the performance, the authors suggested using a higher number of PV cells
to cover the whole mantle and a heat recovery to increase the temperature of the emitter. Indeed, the
very high level of exhaust gas loss strongly suggested the necessity of a recuperator to recycle the
energy from the exhaust gases.

The TPV system presented in 2002 by Palfinger et al. [111] was built by using a methane burner
which should be integrated into a conventional residential heating system. The system was
composed of a selective ytterbia emitter (delivering a radiation density of about 100 kW/m? at 1800
K with a radiation efficiency of 24 %), a quartz glass tube to prevent the exhaust gas from heating
the cells and a 0.2 m? water-cooled monocrystalline silicon ASE SH2 cell, with an efficiency of 16
%. The maximum system efficiency was 1.0 %, with a thermal input of 12 kW. Since a crucial
parameter for the market penetration of TPV is its electricity production cost, this paper also
evaluated the TPV system economic feasibility, by considering retail prices in 2002. It was
demonstrated that by passing from the less favorable scenario (system efficiency of existing
technology of 1.0 %) to the most favorable scenario (system efficiency of future technology of 5.0
%), the total investment cost could drop from 3000 Euro/kWe to 340 Euro/kWe,.

In the following year (2003), a micro-TPV system was presented by Yanga ed al. in [112]. The
system used hydrogen as fuel and was capable of delivering power in the order of some watts in a
package with a volume of less than 1 cm®. Hydrogen was chosen as the fuel because of its high
heating value, short reaction time and high-flame speed. A micro-cylindrical burner was adopted
and a high and uniform temperature was achieved along its walls. Two different types of emitters
were used: a broadband emitter made of SiC and a selective emitter with a micro-structure on its
surface made of Co/Ni-doped MgO. In such a micro-TPV system, the presence of a filter
complicates the fabrication and enlarges the space needed. Therefore, no filter was adopted.
However, the selective emitter may have the same function as the filter. Low band gap PV cells
GaSh and GalnAsSb were used. The authors concluded that the selective emitter is very useful in
improving the performance of micro-TPV systems.

In 2007, a significant paper was published by Basu et al, in order to understand microscale
radiation and its role in TPV devices [113]. Though this paper did not report the experimental
development of a TPV system, it is included in this review paper since paper [113] outlines several
critical issues of TPV systems. Emphasis is given to the development of wavelength-selective
emitters and filters and the aspects of microscale heat transfer as applied to TPV systems. In fact,
since the most obvious drawbacks of TPV devices are their low conversion efficiency and low
throughput due to a large amount of unusable radiation, a possible solution is the application of the
principles of microscale radiation to TPV systems. For example, the efficiency can be increased by
using micro/nanostructured emitters and filters. On the other hand, the throughput can be enhanced
nearly 10-fold by reducing the distance between the emitter and the TPV cell to sub-wavelength
dimensions. Since the length scales are comparable to the wavelength, neither the near-field energy
enhancement nor the working principles of micro/nanostructured emitters/filters can be
comprehensively explained by conventional radiation heat transfer. Hence, paper [113] concludes
that a clear understanding of the principles of microscale radiation is required for the further
advancement of TPV technology.

Finally, in 2011, Chou et al. [114] developed a micro-combustor suitable for TPV applications,
which produces a high and uniform temperature distribution along the wall. The combustor, of 3.5
mm in diameter, was studied thoroughly, to evaluate the effect of backward facing step height on
the performance of the system. In fact, a proper step height can facilitate the recirculation of
combustion mixture near the wall, enhancing the mixing process of combustion around the rim of
the tube and ensuring a complete and stable combustion. For simplicity of fabrication, SiC is
employed as the emitter. A novel modular micro-TPV system consisting of a series of planar
combustors, emitters, filters and PV cells is under development with the following advantages: (1)
the planar design will simplify the fabrication and assembly; (2) the recuperator will not only
improve the efficiency of the system, but also make it possible for us to use liquid fuel or liquefied
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gas; (3) the modular layout makes it possible to adjust the amount of micro-TPV units according to
different power requirements.

3.5 FEATURES OF TPV PROTOTYPES

The electric efficiency of TPV systems is summarized in Figure 7, as a function of electric power.
Both measured and predicted values are reported. It can be seen that the electric efficiency increases
with TPV system size, as expected. With the exception of very small TPV units, most prototypes
have an electric power in the range of 10 — 300 W and the measured electric efficiency ranges from
some percentage points up to 7.5 %. Only the JX Crystals Inc. product, witha 66 W electric power,
claims a 10.9 % electric efficiency and also envisions a 12.3 % electric efficiency, if the size is
increased to 1.5 kW. A calculated target efficiency value of 24.5 % is also reported in [118].

All the data gathered from the bibliographical review is reported in Table 2, for all the main
components of the TPV unit (burner, emitter, filter, cells).

Table 1 reports the type of fuel, the emitter material, its type, the surface temperature and the
emitter radiation efficiency, the presence or absence of the filter and its material, the type of cells
and their efficiency at the Standard Test Condition STC (AM 1.5, 100 mW/cn?). The subsequent
columns report the values of the power introduced with the fuel, the electric power and the
consequent electric efficiency. The last column states whether the performance comes from an
experimental measurement (experi.) or it is predicted (pre.) by using a numerical model or by
envisioning further system improvements. Therefore, Table 1 provides a synoptic view of the state-
of-the-art technological level of TPV systems and also highlights possible future pathways for
research and development of TPV systems.
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Fig. 7 TPV electric efficiency vs. electric power

4. Concluding remarks

The thermophotovoltaic conversion has gained more and more attention in the last decade.
Nevertheless this field of the research is still under development.

This paper wishes to outline the current state-of-the-art of thermophotovoltaic generation under
both the analytical and the experimental point of view.

More in details, a deeply investigation of all the analytical aspects which involve the
thermophotovoltaic conversion was presented in this study; each term which composes the
conversion efficiency between the power introduced with fuel and the produced electric output is
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investigated. All the components which compose a TPV generator are investigated in terms of
materials and engineering solutions.

A comprehensive review of all the prototypes developed up to present is finally reported and
critically analyzed. This analysis showed that present TPV systems present low electric efficiencies
(not higher than 5-6 %) compared to other technologies for micro-generation close to a few kW.
This can be due primarily to the fact that the effort of many researchers was to develop a "“feasible™
TPV system, i.e. a TPV system which can be straightforwardly applied and that is economically
affordable. This was done by using easy-to-find components (for instance, Si-based PV cells), not
too expensive materials or, in some cases, by adapting existing technologies. However, in authors’
opinion, this could be the correct approach to make TPV systems penetration faster.

In the future, the possibility of lowering the cost of high efficiency in-band PV cell and exploiting
the selective properties of rare earth materials could be the direction to be followed. In particular,
the PV cells can highly benefit from the expansion of concentrated photovoltaic technology.

The overall low electrical efficiency can also be due to a lack of component integration and system
engineering. In the former case, it can be highlighted that in TPV systems, combining the highest
efficiency achievable in a single component (burner, emitter, filter, PV cell) does not necessarily
result in a high overall system efficiency. Regarding the latter issue, in many practical cases some
features of the engineering phase are sometimes underestimated, such as for instance the use and
design of heat exchangers (both for air pre-heating and for PV cell cooling) or the introduction of
advanced monitoring and control systems to optimize system operation. As a conclusion, the
research in the field of integration and system engineering should be one of the key activities in
order to enhance the electrical efficiency. Indeed, it has been yet demonstrated that, by using
optimized components and special materials, higher electric efficiencies can be reached, but on the
other hand the short term feasibility of these systems could be compromised.
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Tab. 2. Summary of TPV prototypes

Emitter

Emitter Emitter . STC* Type of
Reference Burner fuel material type stl;rr;apce Grad Filter PV cells efficiency Puel Pel Gel result
[K] [%] [%] W1 | W] [%]
coatings
of Si02
[13] SiC porous foam 1558 21.3 and GasSh 8260 123 5.20 experi.
TiO3 on
glass
[15] Yk:;?;f;gge‘j C:?;':ic si 2000 | 14 | 070 | experi.
[15] Y203 E]b;r?ﬁz Si 2000 | 30 | 1.50 | experi.
fibrous CulnSe2
[15] Yb20s mantlo TCO | fingiom 2000 | 40 | 2.00 pre.
W-coated on glass .
[27] methane sic tube GaSh 1800 30 1.70 experi.
W micro glass
[27] methane structured tube GaSh 1800 130 7.00 pre.
[61] methane Kanthal GasSh 1460 60 4.00 experi.
[99] sic COaIﬁfa?ber 20.4 Gasb 20.0 6120 | 102 | 1.67 | experi.
[99] sic hogfg’;&“b 22.9 Gasb 20.0 6120 | 119 | 1.94 | experi.
99 SiC orous foam 26.7 GaSh 20.0 6120 137 2.24 experi.
p p
(1) Yb203 Two
fiber felt; (2) emitters Si 36.0 .
[99] ceramic fiber- arranged 31.0 GaSb 20.0 1920 60 3.09 experi.
coated on SiC in tandem
[201] butane YboOs sé’nﬂfagf' si 1350 | 15 | 1.13 | experi.
[102] butane Yb203 gtLatfs Si 16.0 1905 | 29 | 1.52 | experi.
[202] butane YboOs gtLatfg si 16.0 1905 | 34 | 180 | pre
[202] butane Yb203 gtLasz si 211 1985 | 48 | 241 | experi.
[102] butane Yb,03 gtLagz si 21.1 1985 | 55 | 2.80 | pre
[103] diesel W'C%T('“;d on 1600 Gasb 4500 | 500 | 1200 | pre
double
[105] SicC quartz GaSb 14(;)0 1120 | 8.00 pre.
tube
W-coated 1220
[L05] s 1525 Gash o | 100 | 1230 | pre
regenerative | Yb2Os-coated dielectri .
[106] burner on Al,Os ¢ filters Gash 606 66 10.90 | experi.
[107] Yb20s Si 22001 100 | 076 | experi
dielectri . .
[108] propane Yb03 it si 5625 | 90 | 1.60 | experi.
108] ropane YboOs 2100 dielectr si 1830 | 165 | 9.00 re.
[ prop: p
c filters
109] 2000 3778 170 4.50 experi.
L p
[L09] 2100 4200 | 315 | 7.50 | experi.
[110] butane gas Yb,03 fnb;r?ﬁz no si 10.4 305 | 011 | 0.04 | experi.
[110] butane gas Er0s fnb;r?ﬁz no Gasb 305 | 025 | 0.08 | experi.
[111] methane Yb,0s 1800 | 240 | WA Si 160 | 20| 120 | 1.00 | experi.
[112] hydrogen SiC 1265 no GasSh 130 0.74 0.57 pre.
112 hydrogen sic 1265 no GalnAsS 130 | 12 | oot re.
ydrog b p
Co/Ni-doped GalnAsS
[112] hydrogen MgO no b 130 2.9 2.28 pre.
[112] hydrogen CO”,:‘,;;g)ped no GaSb 126 4.4 3.48 pre.
SnO2
[117] butane Yb203 porous foam 1735 film on Si 1980 48 2.42 experi.
quartz
. ErAG-coated quartz AlGaAs/ 1215
[118] diesel nSic 1523 e Gans o7 | 2976 | 2450 | pre.
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Nomenclature

Abbreviations

CHP Combined Heat and Power
INV Inverter

LHV Lower Heating Value

TPV Thermo Photo Voltaic
Symbols

€ speed of light [m/s]

FF fill factor [-]

h Plank constant [J-s]

hgas combustion products specific enthalpy [kJ/kg]
hair air specific enthalpy [kJ/kg]
ks Boltzman constant [J/K]

I radiant intensity [W/m?/nm]
Mgir air mass flow rate [kg/s]
My fuel mass flow rate [kg/s]
Mgge combustion products mass flow rate [kg/s]
P power [kW]

Qra thermal Power [kKW]

5 surface [m]

T temperature [K or °C]

Isc short Circuit Current [A]
Voo open Circuit Voltage [V]

£ grey body emissivity [-]

£ heat exchange effectiveness [-]
7 efficiency [-]

A wavelength [[1m or nm]
Subscript

ac alternating current

cc combustion

dc direct current

el electrical

em emitter

gap inband (gap)
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rad radiant

TH thermal
VF view factor
References

[1] V.M. Andreev, V.A. Grilikhes, V.P. Khvostikov, O.A. Khvostikova, V.D. Rumyantsev, N.A.
Sadchikov, and M.Z. Shvarts. Concentrator PV modules and solar cells for TPV systems. Solar
Energy Materials & Solar Cells, 84:3-17, 2004.

[2] V.M. Andreev, V.P. Khvostikov, O.A. Khvostikova, A.S. Vlasov, P.Y. Gazaryan, N.A.
Sadchikov, and V.D. Rumyantsev. Solar thermophotovoltaic system with high temperature
tungsten emitter. In conference record of the thirty-first IEEE Photovoltaic Specialists
Conference, pages 671- 674, 3-7 Jan 2005.

[3] N-P Harder and P Wurfel Theoretical limits of thermophotovoltaic solar energy conversion”
Semiconductor Science and Technology, Volume 18, Number 5, May 2003

[4] Morrison O, Seal M Dr, West E, Connelly W 1999 4" NREL Conf. on Thermophotovoltaic
Generation of Electricity (AIP Conf. Proc. vol 460) (New York: AIP) p 488

[5] T. Bauer, I. Forbes, R. Penlington, and N. Pearsall. The potential of thermophotovoltaic heat
recovery for the glass industry. In T.J. Coutts, G. Guazzoni, and J. Luther, editors, proceedings
of the 5th Conference Thermophotovoltaic Generation of Electricity, volume 653, pages 101-
110, Rome, Italy, 2003.

[6] Coutts T 2001 Clean Electricity from Photovoltaics ed M D Archer and R Hill (London:
Imperial College Press) p 482

[7] DeBellis C L, Scotto MV, Fraas L, Samaras J, Waston R C and Scoles S W 1999 4th NREL
Conf. on Thermophotovoltaic Generation of Electricity (AIP Conf. Proc. vol 460) (New York:
AIP) p 362

[8] Becker F E, Doyle E F and Shukla K 1999 4th NREL Conf. on Thermophotovoltaic Generation
of Electricity (AIP Conf. Proc. vol 460) (New York: AIP) p 394

[9] Fraas L, Ballantyne R, Hui S, Ye S-Z, Gregory S, Keyes J, Avery J, Lamson D and Daniels B
1999 4th NREL Conf. on Thermophotovoltaic Generation of Electricity (AIP Conf. Proc. vol
460) (New York: AIP) p 480

[10] Stone K W, Chubb D L, Wilt D M and Wanlass M W 1996 2nd NREL Conf. on
Thermophotovoltaic Generation of Electricity (AIP Conf. Proc. vol 358) (New York: AIP) p
198

[11] Durisch W, Grob B, Mayor J-C, Panitz J-C and Rosselet A 1999 4th NREL Conf. on
Thermophotovoltaic Generation of Electricity (AIP Conf. Proc. vol 460) (New York: AIP) p
403

[12] Nelson R E 1996 2nd NREL Conf. on Thermophotovoltaic Generation of Electricity (AIP
Conf. Proc. vol 358) (New York: AIP) p 221

[13] K. Qiu, A.C.S. Hayden, Development of a novel cascading TPV and TE power generation
system, Applied Energy, Volume 91, Issue 1, March 2012, Pages 304-308, ISSN 0306-2619,
10.1016/j.apenergy.2011.09.041.

[14] De Pascale, A., Ferrari, C., Melino, F., Morini, M., Pinelli, M., “Integration between a
Thermo-Photo-Voltaic generator and an Organic Rankine Cycle”, Applied Energy (2012) —
APEN3089 - http://dx.doi.org/10.1016/j.apenergy.2011.12.043

[15] Kruger J S, Guazzoni G and Nawrocki S J 1999 4th NREL Conf. on Thermophotovoltaic
Generation of Electricity (AIP Conf. Proc. vol 460) (New York: AIP) p 30

273



[16] Kittl E and Guazzoni G 1972 Design analysis of TPVgenerator system Proc. 25th Power
Sources Symp. pp 106-9

[17] Guazzoni G 1972 High temperature spectral emittance of oxides of erbium, samarium,
neodymium and ytterbium Appl. Spectrosc. 26 60-5

[18] MondtJF and Nesmith B J 1998 STAIF98, January 1098

[19] Kailash Shukla, Edward Doyle, and Frederick Becket “Thermophotovoltaic Energy
Development Program Conversion” NASA/CR-- 1998-208512 TR7020-003-98

[20] White D C, Wedlock B D and Blair J 1961 Recent advance in thermal energy conversion
Proc. 15th Power Sources Conf. pp 125-32

[21] Wedlock B D 1963 Thermo-photo-voltaic conversion Proc. IEEE 51 694-8

[22] Bitnaretal, Se. Sci. Tech. 18, 221, 2003

[23] Fraasetal IV NREL Conf. AIP proc. 460 1999

[24] Fraasetal. Proc 17° EuPV, 2001

[25] W. E. Horne etal., 5° Conf. On TPV, AIP proc. 91, 2002

[26] Qiuetal, 5° Conf. on TPV, AIP proc. 49, 2002

[27] T.Aicheretal 6° Conf. On TPV, 71,2004

[28] European project THEREV Resp. Massimo Mazzer IMEM

[29] G Colangelo, A de Risi and D Laforgia “New approaches to the design of the combustion
system for thermophotovoltaic applications” Semicond. Sci. Technol. 18 (2003) S262-S269

[30] Lewis M. Fraas, James E. Avery, Han Xiang Huang “THERMOPHOTOVOLTAICS: HEAT
AND ELECTRIC POWER FROM LOW BANDGAP “SOLAR” CELLS AROUND GAS
FIRED RADIANT TUBE BURNERS”

[31] K. Qiu, A.C.S. Hayden, Fuel 85 (2006) 1094-1100

[32] Seal M, Christ S, Campbell G, West E and Fraas L 1997 Thermophotovoltaic generation of
power for use in a series hybrid vehicle SAE-972648, SAE, Detroit

[33] Christ S and Seal M 1997 Viking 29—a thermophotovoltaic hybrid vehicle designed and
built at Western Washington University SAE-972650, SAE, Detroit

[34] T.A. Butcher, J.S. Hammonds, E. Horne, B. Kamath, J. Carpenter, D.R. Woods, Heat
transfer and thermophotovoltaic power generation in oil-fired heating systems, Applied Energy,
Volume 88, Issue 5, May 2011,

[35] S.K. Chou, W.M. Yang, K.J. Chua, J. Li, K.L. Zhang, Development of micro power
generators - A review, Applied Energy, Volume 88, Issue 1, January 2011,

[36] G. Mattarolo. High Temperature Recuperative Burner. In 1st Conference for
Thermophotovoltaics: Science to Business, 2005.

[37] L.M. Fraas, J.E. Avery, and H. Xiang Huang. Thermophotovoltaics: heat and electric power
from low bandgap “’solar’” cells around gas fired radiant tube burners. In conference record of
the twenty-ninth IEEE Photovoltaic Specialists Conference, Photovoltaic Specialists
Conference, 2002.

[38] L.M. Fraas, J.E. Avery, and H.X. Huang. Thermophotovoltaic furnacegenerator for home
using low bandgap GaSb cells. Semicond. Sci. Technology, 18:5247-S253, 2003.

[39] G. Torsello, M. Lomascolo, A. Licciulli, D. Diso, S. Tundo, and M. Mazzer. The origin of
highly efficient selective emission in rare-earth oxides for thermophotovoltaic applications.
Nature Materials, 3:632, 2004.

[40] R.E. Nelson. Thermophotovoltaic Emitter Development. In proceedings of the 1st
NREL/TPV Conference, pages 80-98, 1994.

274



[41] G.A. Holmquist. TPV Power source development for an unmanned undersea vehicle. In
proceedings of the 1st NREL/TPV Conference, pages 308-314, 1995.

[42] B. Bitnar, W. Durisch, J.-C. Mayor, H. Sigg, and H.R. Tschudi. Characterisation of rare
earch selective emitters for thermophotovoltaic applications. Solar Energy Materials & Solar
Cells, 73:221-234, 2002.

[43] Gombert A (2003) An overview of TPV emitter technologies. Proceeding of the 5
Conference on thermophotovoltaic generation of electricity, Rome, Italy, 16-19. Sep. 2002,
Institute of Physics, pp 123-131

[44] Licciulli A, Diso D, Torsello G, Tundo S, Maffezzoli A, Lomascolo M, Mazzer M (2003)
The challenge of high-performance selective emitters for thermophotovoltaic applications.
Semicond Sci Technol 18:174-183

[45] Adair PL, Rose MF (1995) Composite emitters for TPV systems. Proceedings of the 1%
NREL conference on thermophotovoltaic generation of electricity, Copper Mountain, Colorado,
24-28 July 1994. American Institute of Physics, pp 245-262

[46] Nelson RE (1995) Thermophotovoltaic emitter development. Proceedings of the 1st NREL
Conference on thermophotovoltaic generation of electricity, Copper Mountain, Colorado, 24—
28 July 1994. American Institute of Physics, pp 80-96

[47] Chubb DL (1990) Reappraisal of solid selective emitters. Proceedings of the 21st IEEE
photovoltaic specialists conference, |IEEE, pp 1326-1333

[48] Dieke GH (1968) Spectra and energy levels of rare earth ions in crystals. Wiley, Washington
32. Guazzoni GE (1972) High-temperature spectral emittance of oxides of erbium samarium,
neodymium and ytterbium. Appl Spectrosc 26:60-65

[49] Touloukian YS, DeWitt DP (1972) Thermophysical properties of matter, Vol. 8, Thermal
radiative properties: nonmetallic solids. Plenum Press, New York

[50] Lay LA (1991) Corrosion resistance of technical ceramics. Her Majestys Stationery Office
(HMSO)

[51] Thomas Bauer “Thermophotovoltaics Basic Principles and Critical Aspects of System
Design” Springer-Verlag Berlin Heidelberg 2011

[52] Richerson DW (1992) Modern ceramic engineering: Properties, Processing and use in
design, 2nd edn. Marcel Dekker, New York

[53] Kohl WH (1967) Handbook of materials and techniques for vacuum devices. Reinhold
Publishing Corporation, New York

[54] Guyer EC, Brownell DL (1999) Handbook of applied thermal design. Taylor & Francis,
London

[55] Noreen DL, Honghua D (1995) High power density thermophotovoltaic energy conversion.
Proceedings of the 1st NREL Conference on Thermophotovoltaic generation of electricity.
Copper Mountain, Colorado, US, 24-28 July 1994. American Institute of Physics, pp 119-132

[56] U.C. Pernisz, C.K. Saha, “Silicon carbide emitter and burner elements for a TPV converter”,
First NREL Conf. Thermophotovoltaic Generation of Electricity, Copper Mountain, CO, 1994,
pp.99 -105.

[57] G. Nicholas, P. C. Saxton, Angela L. Moran, Mark J. Harper, Keith W. Lindler,
“Thermophotovoltiac Emitter Material Selection and Design”, KAPL Atomic Power
Laboratory,KAPL-P-000184,July1997,URL.:

[58] T. Coutts. An overview of thermophotovoltaic generation of electricity. Solar Energy
Materials & Solar Cells, 66:443-452, 2001.

[59] T. D. Rahmlow Jr., D.M. Depoy, P.M. Fourspring, H. Ehsani, J. E. Lazo-Wasem, and E. J.
Gratrix. Development of Front Surface, Spectral Control Filters with greater Temperature
Stability for Thermophotovoltaic Energy Conversion. In proceedings of the 7th conference on

275



Thermophotovoltaic Generation of Electricity, volume 890, pages 59-67, El Escorial, Spain,
September 2006.

[60] T. Nagashima, K. Okumura, and M. Yamaguchi. A germanium back contact type
thermophotovoltaic cell. In proceedings of the 7 th conference on Thermophotovoltaic
Generation of Electricity, volume 890, pages 172-181, El Escorial, Spain, September 2006.

[61] G. Mattarolo, J. Bard, and J. Schmid. Experimetal Testing and Modelling approach for a
TPV Prototype. In proceedings of the 7 th conference on Thermophotovoltaic Generation of
Electricity, volume 890, pages 264-272, El Escorial, Spain, September 2006.

[62] Francis O’Sullivan, lvan Celanovic, Natalija Jovanovic, John Kassakian “Optical
characteristics of one-dimensional Si/SiO2 photonic crystals for thermophotovoltaic
applications” JOURNAL OF APPLIED PHYSICS 97, 033529 s 2005 d

[63] Hyun-Yong Lee, Sung-June Cho, Gi-Yeon Nam “Multiple-wavelength-transmission filters
based on Si-Si02 one-dimensional photonic crystals” JOURNAL OF APPLIED PHYSICS 97,
103111s2005d

[64] Francis O’Sullivan, Ivan Celanovic, Natalija Jovanovic, John Kassakian *“Optical
characteristics of one-dimensional Si/SiO2 photonic crystals for thermophotovoltaic
applications” JOURNAL OF APPLIED PHYSICS 97, 033529 s 2005 d

[65] Hyun-Yong Lee, Sung-June Cho, Gi-Yeon Nam “Multiple-wavelength-transmission filters
based on Si-Si02 one-dimensional photonic crystals” JOURNAL OF APPLIED PHYSICS 97,
10311152005 d

[66] DM DePoy, PM Fourspring, PF Baldasaro, JF Beausang, EJ Brown, MW Dashiel, KD
Rahner, TD Rahmlow, JE Lazo-Wasem, EJ Gratrix and B Wernsman, “ Thermophotovoltaic
Spectral Control”, LM-04K053, June 9, 2004.

[67] E. Yablonovitch, Phys. Rev. Lett. 58, 2059 s1987d.

[68] J. D. Joannopoulos, R. Meade, and J. Winn, Photonic Crystals sPrinceton University Press,
Princeton, 1995d.

[69] J.C.Knight, J. Broeng, T. A. Birks, and P. St. J. Russell, Science 282, 1476 s1998d.

[70] Lewis Fraas, James Avery, Enrico Malfa, Joachim G. Wuenning, Gary Kovacik, Chris Astle’
Thermophotovoltaics for Combined Heat and Power Using Low NOx Gas Fired Radiant Tube
Burners - JX Crystals Inc., 1105 12" Ave. NW, Suite A2, Issaquah, WA 98027, USA

[71] Brockmann, H., 1994, "Analytic angle factors for the radiant interchange among the surface
elements of two concentric cylinders," Int. J. Heat Mass Transfer, vol. 37, no. 7, pp. 1095-1100

[72] Leuenberger, H. and Person, R.A., 1956, "Compilation of radiation shape factors for
cylindrical assemblies, ™ paper no. 56-A-144, ASME, November.

[73] Hamilton, D.C. and Morgan, W.R., 1952, "Radiant-interchange configuration factors,"
NASA TN 2836.

[74] Alexandrov, V.T., 1965, "Determination of the angular radiation coefficients for a system of
two coaxial cylindrical bodies," Inzh. Fiz. Zh., vol. 8, no. 5, pp. 609-612.

[75] Howell, J.R., A Catalog of Radiation Heat Transfer Configuration Factors

[76] Modest, M.F., Radiative Heat Transfer, 2nd Ed., McGraw-Hill, 2003.

[77] M. G. Mauk and V. M. Andreev, Semicond. Sci. Technol. 18 (2003) S191-S201

[78] Michael G. Mauk, Mid-infrared Semiconductor Optoelectronics, Springer Series in Optical
Sciences, 2006, Volume 118/2006, 673-738

[79] V.P. Khvostikov, O.A. Khvostikova, P.Y. Gazaryan, S.V. Sorokina, N.S. Potapovich, A.V.
Malevskaya, M.Z. Shvarts, N.A. Kaluzhniy, V.M. Andreev, V.D. Rumyantsev, Photoconverters

for Solar TPV Systems, Photovoltaic Energy Conversion, Conference Record of the 2006 IEEE
4th World Conference on, Issue Date: May 2006

276



[80] V. M Andreev, An overview of TPV cell technologies Proceedings of the 5" TPV
conference, rome 2002

[81] Minkin TPV HISTORY FROM 1990 TO PRESENT & FUTURE TRENDS Lewis Fraas
and Leonid Presented at the 7th World TPV Conference (Thermophotovoltaic Generation of
Electricity). El Escorial, Madrid (SPAIN). 25-27 September 2006

[82] M. Taguchi, K. Kawamoto, S. Tsuge, T. Baba, H. Sakata, M. Morizane, K. Uchihashi, N.
Nakamura, S. Kiyama, and O. Oota, Prog. Photovoltaics Res. Applic. 8, 503 (2000),

[83] M. Bosi, C. Pelosi: Progress in Photovoltaics: Research and Applications 15 (2007) 51-68.

[84] M. K. Hudait, M. Brenner, S.A. Ringel, Solid-State Electronics 53 (2009) 102-106

[85] Andreev- Sol.en.mat. sol. cell 84 (2004) 3

[86] W Chan, R. Huang, C. Wang, J. Kassakian, J. Joannopoulos, I. Celanovi, Solar Energy
Materials & Solar Cells 94 (2010) 509-514

[87] C. A Wang,a) H. K. Choi, and S. L. Ransom, G. W. Charache, L. R. Danielson, and D. M.
DePoy, Appl. Phys. Lett. 75, 1305 (1999);

[88] Sulima, O.V.; Bett, AW.; Dutta, P.S.; Mauk, M.G.;  Mueller, R.L., Photovoltaic
Specialists Conference, 2002. Conference Record of the Twenty-Ninth IEEE , (2002 ) 892 —
895

[89] S. M. Sze, Physics of semiconductors devices, 2" ed. John Wiley and Sons Inc.

[90] Khvostikov, V.P.; Khostikov, O.A.; Oliva, E.V.; Rumyantsev, V.D.; Shvarts, M.Z;
Tabarov, T.S.; Andreev, V.M, Photovoltaic Specialists Conference, 2002. Conference Record
of the Twenty-Ninth IEEE , vol., no., pp. 943- 946, 19-24 May 2002

[91] M. Bosi, G. Attolini, M. Calicchio, C. Ferrari, C. Frigeri, E. Gombia, A. Motta, F. Rossi,
Journal of Crystal Growth 318 (2011) 341

[92] R.Jakomin, G. Beaudoin, N. Gogneau, B. Lamare, L. Largeau, O. Mauguin, I. Sagnes, Thin
Solid Films Volume 519, Issue 13, 29 April 2011, Pages 4186-4191)

[93] H. Haeberlin, L. Borgna, M. Kaempfer, U. Zwahlen, Total efficiency — A new quantity for
better characterization of grid-connected PV inverters

[94] Frank Vignola, Fotis Mavromatakis, Jim Krumsick, PERFORMANCE OF PV
INVERTERS

[95] Dan Ton, Ward Bower, Summary Report on the DOE High-tech Inverter Workshop
January 2005

[96] Qiu K, Hayden A C S. Thermophotovoltaic generation of electricity in a gas fired heater:
Influence of radiant burner configurations and combustion processes. Energy Convers Manage
2003;44:2779-2789.

[97] Gombert A. An overview of TPV emitter technologies. AIP Conference Proceedings,
Volume 653, pp. 123-131 (2003).

[98] Qiu K, Hayden A C S. Performance of low bandgap thermophotovoltaic cells in a small
cogeneration system. Solar Energy 2003;74:489-495.

[99] Qiu K, Hayden A C S. Thermophotovoltaic power generation systems using natural gas-
fired radiant burners. Solar Energy Materials and Solar Cells 2007;91:588-596.

[100] Qiu K, Hayden A C S. Development of a novel cascading TPV and TE power generation
system. Applied Energy 2012;91:304-308.

[101] Durisch W, Grob B, Mayor J C, Panitz J C, Rosselet A. Interfacing a small

thermophotovoltaic generator to the grid. Fourth NREL conference on thermophotovoltaic
generation of electricity 1999;460:403-416.

277



[102] Durisch W, Bitnar B, Mayor J C, Fritz von Roth, Sigg H, Tschudi H R, Palfinger G. Small
self-powered grid-connected thermophotovoltaic prototype system. Applied Energy
2003;74:149-157.

[103] Fraas L M, Samaras J E, Huang H X, Minkin L M, Avery J E, Daniels W E, Hui S. TPV
generators using the radiant tube burner configuration. 2001.

[104] Fraas L M, Avery J E, Huang H X. Thermophotovoltaics: heat and electric power from low
bandgap "solar" cells around gas fired radiant tube burners. 2002.

[105] Fraas L M, Avery J E, Malfa E, Wuenning J C, Kovacik G, Astle C. Thermophotovoltaics
for combined heat and power using low NOx gas fired radiant tube burner. 2003.

[106] [106] Fraas L M, Avery J E, Daniels W E, Huang H X, Malfa E, Venturino M, Testi G,
Mascalzi G, Wuenning J C.TPV tube generators for apartment building and industrial furnace
applications. 2003.

[107] Kushch A'S, Skinner S M, Brennan R, Sarmiento P A. Development of a cogenerating
thermophotovoltaic powered combination hot water heater/hydronic boiler. 1997.

[108] Becker F E, Doyle E F, Shukla K. Operating experience of a portable thermophotovoltaic
power supply. 1998.

[109] Shukla K, Doyle E, Becket F. Thermophotovoltaic Energy Development Program
Conversion. NASA/CR-- 1998-208512.

[110] Takashi A, Masafumi Y. Analysis of energy balance of electricity and heat generated by
TPV generators. Solar Energy Materials and Solar Cells 2001;66:579-583.

[111] Palfinger G, Bitnar B, Durish W, Mayor JC, Grutzmacher D, Gobrecht J. Cost estimates of
electricity from a TPV residential heating system. Proc. Of the Fifth Conference on
Thermophotovoltaic Generation of Electricity 2002.

[112] Yanga W M, Chou S K, Shu C, Li Z W, Xue H. Research on micro-thermophotovoltaic
power generators. Solar Energy Materials and Solar Cells 2003;80:95-104.

[113] Basu S, Chen YB, Zhang ZM. Microscale radiation in thermophotovoltaic devices — a
review. Int. J. Energy Res. 2007;31:689-716.

[114] ChouSK, Yang, WM, Chua, KJ, Li, J., Zhang, KL. Development of micro power generators
— Areview. Applied Energy 2011;88:1-16.

[115] Bitnar B, Durisch W, Fritz von Roth, Palfinger G, Sigg H, Grutzmacher D, Gobrecht J,
Meyer E M, Vogt U, Meyer A, Heeb A. Progress in thermophoyovoltaic converters. In: Mart A,
Luque A. Next generation photovoltaic, Taylor & Francis; 2003, p. 223-245.

[116] Durisch W, et al. Small self-powered grid-connected thermophotovoltaic prototype system.
Applied Energy 2003;75:11-15.

[117] Bitnar B, Mayor J C, Durisch W, Meyer A, Palfinger G, Fritz von Roth, Sigg H. Record
electricity-to-gas power efficiency of silicon solar cell based TPV system. Photovoltaic
Specialists Conference 2003;653:18-28.

[118] Colangelo G, De Risi A, Laforgia D. Experimental study of a burner with high temperature
heat recovery system for TPV applications. Energy Conversion & Management 2006;47:1192-
1206.

2178



PROCEEDINGS OF ECOS 2012 - THE 25™ INTERNATIONAL CONFERENCE ON
EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS
JUNE 26-29, 2012, PERUGIA, ITALY

A DNS method for particle motion to establish
boundary conditions in coal gasifiers

Efstathios E. (Stathis) Michaelides® and Zhigang Feng®

& Department of Engineering, Texas Christian University, Fort Worth, TX 76132 USA,
E.Michaelides@tcu.edu
b Department of Mechanical Engineering, UTSA, San Antonio TX, 78259, USA,
zhigang.feng@utsa.edu

Abstract:

Coal gasification is becoming a common method of producing synthetic gas to be used subsequently with
reduced pollution products. The coal gasifiers are essentially chemical reactors where the coal particles are
fluidized and react chemically with the gas. The modelling of the gasifiers inwlves both particle flow and heat
transfer processes. Direct Numerical Simulation (DNS) methods for particulate flows have been well-
developed in the last decade. Following the significant advances in computational power, DNS methods may
now be employed to solve relatively complex particulate flow problems and provide us with scientific, reliable
and validated information on fluid-particle interactions that will lead to the design optimization of gasifiers.
While most of the DNS methods that have been developed pertain to isothermal flows, the effects of heat
and mass transfer on the momentum and energy exchanges are very important in all practical applications.
This because, for most practical applications of particulate flow — e.g. fluidized bed reactors, gasifiers, coal
burners and chemical reactor columns — the heat and mass transfer processes influence significantly the
flow and, in addition, are of primary interest to engineers. We have developed a new DNS method, which
uses an extension of the Immersed Boundary Method (IBM) to track individual particles and calculate the
Lagrangian motion as well as the heat transfer from them. The model enables us to examine the lift of hotter
particles due to the buoyancy their temperature field creates; the temperature field around the particles; and
the effect of the Reynolds and Grashof numbers on the flow and heat transfer of suspensions. This model is
also of use in the determination of the boundary conditions of particles at solid boundaries, conditions that
are essential to all two-fluid models. The simulations show that a significant slip exists along the longitudinal
direction at the walls of the gasifiers and that the size of the particles is the primary parameter that
determines this velocity slip.

Keywords:
Coal gasification, DNS, heat transfer, mass transfer, Inmerse Boundary Method, boundary conditions.

1. Introduction

Computer simulations of particulate flows are very important in many engineering applications and
natural processes [1-5]. Because of their many applications, particle simulations by different
techniques have been developed and are presented in many studies, some of which are described
below. Certain numerical techniques [2, 6-8] have taken into consideration the thermal convection
that occurs during the heat transfer process. Various studies have been done to describe multiphase
flow by two-fluid or Eulerian-Eulerian models [1, 9-13]. In particular, [9] compared the two-fluid
model for laminar flow with the direct numerical simulation (DNS) method of bubbly flows and
obtained good results with few adjustable constants. Another study [11] presented an Eulerian-
Eulerian, or two-fluid model and discussed the limitations of the application of such models. In
[14] a similar Eulerian-Eulerian model was introduced, in which the particle inertia and particle
settling effects were taken into account.

One of the more recent studies that was done on DNS of two-phase fluid flow with a fictitious
domain was implemented in [15], in which spherical and non-spherical particles were investigated.
Numerous studies have been done on the implementation of the no-slip boundary conditions [2, 5,

279



16, 17, 18]. In [16] the boundary conditions are modeled with the use of an external force. In [17]
three traditional ways are described in which particle-wall interactions take place: a) Specular
reflections, b) Bounce-back reflections, and ¢) Maxwellian reflections. In most numerical studies
with two-fluid models, the no-slip boundary conditions are applied for the two-phase flows at the
impermeable wall. The importance of the correct boundary conditions in the two fluid models, in
mixture theory and in Computational Fluid Dynamics (CFD) applications was the subject of another
study [19], which concluded that the boundary conditions for the solid phase affect significantly the
solutions of two-fluid models. For example, the application of an erroneous no-slip condition at the
boundary, affects significantly the numerical solution at any boundary layer close to this boundary.
Since the boundary layer determines the heat transfer r